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SUMMARY

In order to keep pace with rapidly increasing system interconnection requirements, mul-

tiple advanced interconnect technologies have been proposed, including 2.5-D and 3-D in-

tegration technologies. Despite the benefits of such systems in communication bandwidth,

power efficiency, footprint reduction and etc, there are thermal and power delivery chal-

lenges, which are potential show stoppers. To enable the design space exploration of these

systems from the perspective of temperature and power supply noise, a thermal and a PDN

modeling framework based on finite difference methods are developed, implemented and

validated, respectively.

To address the thermal coupling issues in heterogeneous 3-D ICs, a stacking structure is

proposed using interposer embedded microfluidic cooling, air gap isolation and an extended

heat spreader. The proposed architecture is compared to conventional air cooled stack, a

significant temperature reduction of the low-power temperature sensitive die is achieved.

Moreover, we explore the design considerations of three approaches of 2.5-D integra-

tion from a thermal perspective and compare to 3-D ICs. The impact of several different

technology parameters is studied, such as die thickness mismatch and die spacing. Design

guidelines are presented for integrating dice with different die thickness and thermal and

electrical tradeoffs are discussed for selecting die spacing in such heterogeneous integration

systems.

Next, power supply challenges are investigated for interposer and bridge-chip based

2.5-D integration platforms. Interposer based 2.5-D integration may exhibit a worse power

supply noise due to TSV parasitics. In bridge-chip based 2.5-D integration, due to the

fact that the bridge chips underneath the active dice block access to package power/ground

planes, there are higher supply voltage noise in these regions.

Temperature, supply voltage and power dissipation are dependent of each other. The

temperature impacts the leakage power and the power grid resistivity. Power dissipation

xxi



determines the source current of the chip and is also the excitation of the PDN noise. Re-

versely, the power supply voltage impacts both leakage and dynamic power. Without con-

sidering the interactions between each of the components, the results of the standalone

models are inaccurate. On the contrary, the design under worst constraints of temperature

and supply noise will be over-optimized. To accurately model temperature, power supply

noise and power dissipation, an integrated thermal and PDN modeling framework consid-

ering the above dependencies is proposed, developed, implemented and studied.

Lastly, a signaling evaluation framework to benchmark the communication channels

of 2.5-D and 3-D integration platforms is presented. The impact of technology scaling,

pad size, and interconnect length are shown. HIST platforms show significant latency and

power efficiency improvement compared to bridge-chip and interposer based platforms.

Moreover, thermal impact on signaling is discussed for 2.5-D and 3-D integration.

xxii



CHAPTER 1

INTRODUCTION

Emerging applications such as the Internet of Things (IoT), cloud computing, and machine

learning based artificial intelligence have presented performance, communication band-

width, and functionality challenges to conventional integrated circuits (ICs) and electronic

systems [1]. To address these challenges, novel heterogeneous computing fabrics based on

processor (CPU), FPGA/GPU/ASIC accelerators, and high density memory [2] have been

widely proposed and studied [3, 4] to increase system throughput, computation capability,

and efficiency. However, one of the biggest bottlenecks for such systems is the inter-die

bandwidth which can cause functional blocks to be idle during data transfer [5], leading to

lower system performance.

Chip #1

Package Substrate

Bridge-chip

Chip #2

(a)

Chip #1

Package Substrate

Chip #2 Interposer

(b)

Chip #1

Package Substrate

Bridge-chip

Chip #2

(c)

Figure 1: 2.5-D chip stack using (a) bridge-chip technology (b) interposer technology. (c) non-
embedded bridge-chip using multi-height microbump technology.

In order to keep up with rapidly evolving off-chip communication requirements, multi-

ple integration platforms using advanced interconnect technologies have been explored and

demonstrated. Silicon interposer-based 2.5-D integration of FPGA dice and data converters

achieves an aggregate bandwidth in excess of 400 Gb/s [6], as shown in Fig. 1(b). Three-

dimensional (3-D) processor-on-memory integration using through silicon vias (TSVs) ex-

hibits a maximum memory bandwidth of 510.4 Gb/s at 277 MHz [7], as shown in Fig.

2(a). Monolithic 3-D integration is another promising option, which achieves even higher

bandwidth than TSV-based 3-D integration resulting from the utilization of shorter and
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Bridge-chip

FPGA DRAM #1
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CPU DRAM #2
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Figure 2: 3-D chip stack (a) TSV-based (b) monolithic nanoscale via based.

denser nanoscale vertical vias [8], as shown in Fig. 2(b). Moreover, there has been recent

interest in multi-die packages using bridge-chip technology including embedded multi-

interconnect bridge (EMIB) technology [1, 9] and heterogeneous interconnection stitching

technology (HIST) [10] to enable 2.5-D microsystems, as shown in Fig. 1(a) and Fig. 1(c),

respectively. In its simplest form, bridge-chip technology utilizes a silicon die with high

density interconnects for inter-die communication. The performance metrics of these 2.5-

D integration technologies are comparable to interposer-based 2.5-D and 3-D solutions but

many other benefits are offered, including the elimination of TSVs.

However, as multi-die packaging continues the trend of placing more high-performance

(i.e. CPU, GPU, FPGA) chips in a package, the total power density is expected to increase

beyond 100 W/cm2 [11]; the impedance of the power delivery network will be larger,

and air cooled heat sinks will become incapable of cooling the whole chip without keeping

much of the silicon dark. Therefore, in spite of the bandwidth and power efficiency benefits

brought by 2.5-D and 3-D ICs, there are thermal and power delivery challenges that are

potential show stoppers.

1.1 Motivation

1.1.1 Thermal challenges for 3-D and 2.5-D integration

The thermal challenge is comprised of two distinct components with each requiring sepa-

rate optimization and technology solutions: first, stacking dice in 3-D or 2.5-D increases

the total power density and the thermal resistance of dice to the atop attached heat sink;
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secondly, stacked dice will experience unwanted thermal crosstalk, particularly between

high-power die and low-power temperature sensitive components. While significant effort

in the literature has addressed the need for improved cooling [12, 13, 14, 15, 16], less effort

has gone towards exploring the negative effects of thermal coupling between dice and any

solutions to reduce inter-die thermal coupling.

Prior efforts have extensively conducted thermal simulation and analysis for TSV-based

3-D IC [17], monolithic-based 3-D IC [18, 19], and interposer- or glass-based 2.5-D [20,

21, 20] integration system. However, there are no thermal modeling efforts focusing on

2.5-D bridge-chip-based interconnection platforms (as shown in Fig. 1(a)) nor is there any

analysis on the impact of technology parameters such as die thickness mismatch and die

spacing. Moreover, previous thermal efforts have generally focused on one of the above

technologies; there is a need for thermal benchmarking of all these approaches.

1.1.2 Power delivery challenges for 2.5-D integration

The trends of lower supply voltage, higher current demand and increased power density are

making power delivery in high-performance digital systems an increasingly difficult chal-

lenge [22]. Due to the resonances generated from the interactions of the board-, package-,

and die-level parasitics, it is difficult to ensure power integrity over a wide frequency range.

Moreover, there is an increasing interest in placing multiple dice into a single package us-

ing three-dimensional (3-D) and 2.5-dimensional (2.5-D) integration technologies [9, 10,

17], which exacerbates the power delivery challenges.

Power supply noise (PSN) in traditional single-chip [23, 24, 25] and 3-D ICs [26, 27,

28] have been extensively studied in the literature. However, 2.5-D integrated electronics

have not been investigated as thoroughly. Specifically, 2.5-D integrated electronics have

several unique attributes that require consideration. For example, for embedded multi-die

interconnect bridge (EMIB) technology as shown in Fig. 3(b) [9], signal interconnections

and driver circuits are placed, generally, on the edges of the dice and above the bridge-
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Figure 3: PDN structures of three different 2.5-D integration platforms (a) interposer (b) bridge-chip

chips, which may lead to a reduction in the power/ground C4 bumps that have access to the

package-level power/ground planes. However, there are no PDN modeling efforts focused

on bridge-chip based 2.5-D integration.

1.1.3 Interaction between thermal, power delivery and power dissipation

Reference power 
Leakage
Dynamic

Thermal response
Steady state

Transient state

Power distribution

Leakage power 

PDN noise:
IR drop

di/dt noise

Δ𝑽𝒅𝒅 impacts 
dynamic and 
leakage power

Current profile

Wire resistivity

Figure 4: The interactions between temperature, PDN noise, and power for 3D-IC.

Fig. 4 shows the dependencies between power dissipation, temperature, and PDN noise

[29]. The temperature impacts the leakage power and the power grid resistivity. Power

dissipation determines the source current of the chip, and is also the excitation of the PDN

switching noise. Reversely, the power supply voltage impacts both leakage and dynamic

power. Without considering the interactions between each component in Fig. 4, the results
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of the standalone models are inaccurate. For example, Su et. al pointed out that the leakage

power was underestimated by as much as 30% without including the impact of temperature

and power supply voltage [30]. Hence, it is essential to build a thermal and PDN noise co-

analysis flow to explore the design space of novel integration platforms and answer what-if

type questions on the impact of technology parameters.

Prior work focused on either developing the individual thermal [31, 18, 32] and PDN

models [24, 33, 27] or studying part of the interactions [34, 28, 30]. There are no frame-

works capable of performing steady-state and transient analysis on thermal and PDN noise

incorporating the impact of their variation on power dissipation. To meet this need in the

literature as well as to close the loop shown in Fig. 4, there is a need to build a framework

that is capable of simultaneously analyzing the temperature, PDN noise, power dissipation

and the interactions between them for both steady-state and transient analysis. Addition-

ally, there is a need of a comparison of models with different parts of the interactions to

understand the accuracy and necessity of each model. With a complete and comprehen-

sive model, the traditional design methodology under worst scenarios will remove some

pessimism and reduce the design constraints.

1.2 Research Objective and Contribution

This thesis focuses on understanding the details and challenges discussed above, and devel-

oping thermal and power delivery network simulation frameworks to analyze and address

them. This work consists of five key topics summarized as follows.

1. Thermal isolation technologies for heterogeneous 3-D ICs. First, we build a com-

putationally efficient thermal model to perform a parametric study to answer what-if

type questions and enable fast design space exploration. The model has been vali-

dated with ANSYS for both steady and transient state simulations with a maximum

error of less than 7%. Next, we propose a novel stacking structure with microfluidic

cooling embedded in the interposer, thermal isolation between the memory and pro-
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cessor dice, and a thermal bridge above the isolated die. Last, we use the thermal

model to evaluate the proposed architecture and compare with two baseline architec-

tures. The new architecture exhibits thermal benefits over conventional stacks and

is of high value in the heterogeneous integration of high-power and low-power dice.

In addition, we thermally explore our proposed system as a function of microbump

density, TSV density and geometry, die thickness, and other system parameters.

2. Thermal evaluation and benchmarking of 2.5-D integration using bridge-chip

technology. Thermal benchmarking of a number of 2.5-D integration approaches is

performed and compared to 3-D ICs for completeness. Thermal modeling shows that

the evaluated 2.5-D integration approaches exhibit similar thermal characteristics, but

show significant improvements compared to 3-D IC solutions with the same power

consumption. Moreover, bridge-chip-based 2.5-D integrated systems are explored as

a function of bridge-chip thickness, thermal interface material properties, microbump

properties, die thickness, die thickness mismatch, and die-to-die spacing along with

transient analysis to investigate time-domain thermal coupling.

3. Power delivery network benchmarking and evaluation of heterogeneous 2.5-D

integration using bridge-chip technology. First, a computationally efficient model

is developed to answer what-if type questions and flexible enough to modify to ex-

plore different configurations of emerging integration architectures. The model has

been validated against IBM open source power grid benchmarks for both steady and

transient state simulations with a maximum error of less than 7.29% and 0.67%, re-

spectively. Second, the power delivery networks of the interposer and bridge-chip

based 2.5-D integration platforms are evaluated. The simulation results show that in-

terposer based 2.5-D integration may exhibit a worse power supply noise due to the

TSV parasitics. In bridge-chip based 2.5-D integration, under the assumption that

the bridge-chips underneath the active dice block access to package power/ground
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planes, some power delivery challenges are highlighted. In order to mitigate power

supply noise (PSN), it is suggested to minimize the bridge-chip-to-active dice overlap

area and to use multiple smaller bridge chips instead of a single large one.

4. Integrated thermal and power delivery network co-Simulation framework for

single-die and multi-die assemblies. A thermal and power delivery network (PDN)

co-simulation framework for single-die and emerging multi-die configurations is pre-

sented. The proposed framework incorporates the interactions between temperature,

supply voltage, and power dissipation. The temperature dependencies of wire re-

sistivity and leakage power are considered, and the supply voltage dependencies

of power dissipation are modeled. Starting with a reference power dissipation, the

framework is capable of evaluating the temperature distribution and PDN noise si-

multaneously and eventually updating the power dissipation based on the thermal

and supply voltage conditions.

5. Digital signal communication channel modeling, benchmarking and compari-

son of 2.5-D and 3-D integration platforms. An electrical performance evaluation

framework of communication channels of 2.5-D and 3-D integration platforms us-

ing compact circuit models is presented. The propagation delay, energy per bit and

bandwidth density of each integration platform are benchmarked and compared. By

using the modeling framework, the impact of technology scaling and wire length are

investigated and discussed. Moreover, thermal impact on 2.5-D and 3-D integration

are quantitatively analyzed along with the discussion of the electrical and thermal

tradeoff of 2.5-D on die spacing.

1.3 Organization of the Thesis

The rest of the thesis is organized as follows:

1. In chapter 2, a thermal modeling framework is described and validated against AN-
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SYS. Thermal isolation technologies using air gap, microfluidic cooling and an ex-

tended heat spreader are introduced, benchmarked and evaluated.

2. In chapter 3, thermal evaluation and benchmarking for 2.5-D integration using bridge-

chip technology is performed. Various technologies are thermally evaluated.

3. In chapter 4, a power delivery network modeling framework is presented and vali-

dated against open source IBM power grid benchmarks. The framework is used to

benchmark and evaluate the power delivery networks for heterogeneous 2.5-D inte-

gration using bridge-chip technology.

4. In chapter 5, an integrated thermal and power delivery network co-simulation frame-

work is presented and 3-D memory-on-processor stack is used to qualify the accuracy

of different models.

5. In chapter 6, signaling simulation, benchmarking and comparison of different 2.5-D

and 3-D interconnected platforms is presented.

6. In chapter 7, the conclusions of this thesis are summarized, along with the discussion

on the potential future works.
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CHAPTER 2

THERMAL ISOLATION TECHNOLOGIES FOR HETEROGENEOUS 3-D ICS

Significant work has addressed the thermal challenges of 3D integration, e.g. the increasing

power density and inter-stack thermal resistance [14, 19, 18, 12], while relatively fewer

efforts have been proposed to mitigate the negative effects of thermal coupling between

different dice in a 3D heterogeneous stack, and in particular, to minimize inter-die thermal

coupling.

In this Chapter, thermal limits and opportunities of heterogeneous 3-D integration ar-

chitectures are explored and summarized. To solve these challenges, a novel 3-D IC stack

architecture using interposer-embedded microfluidic cooling in conjunction with thermal

isolation technologies is proposed. In order to evaluate the thermal benefits of the proposed

stacks, a thermal modeling framework is developed based on the finite volume method and

validated against ANSYS. The 3-D stack architecture is compared to other two baseline ar-

chitectures and then analyzed as a function of TSV/microbump diameter, TSV/microbump

number, TSV layout and die thickness.

2.1 Thermal modeling framework

In an IC package stack, there are multiple layers with heterogeneous materials. As the trend

to integrate more chips in a single package, the IC stack becomes more complex. Thus, it is

time consuming to simulate the whole stack using Finite Element Method software such as

ANSYS to get high order of accuracy. Modified hotspot [32, 35] with an equivalent thermal

resistance model decreases the complexity of the geometry, but reduces the solution accu-

racy. Other Modeling methods based on frequency domain computation, Greens function

and cosine or sine transforms [36] are faster but their extension to heterogeneous stacks

with non-uniform materials is difficult.
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In this Section, we present a thermal modeling framework leveraging the advances of

several prior efforts and maintaining a maximum relative error of less than 7% with a max-

imum speedup of 22X than ANSYS. The thermal framework is capable of performing both

steady-state and transient-state analysis. Moreover, the model considers different cool-

ing solutions including a conventional air-cooled heatsink as well as a microfluidic cooled

heatsink.

2.1.1 Formulation using finite volume methods

The general heat transfer equation is expressed as follows,

∇ · (K(x, y, z) · ∇T (x, y, z)) + ρ · cp ·
∂T (x, y, z)

∂t
= P (x, y, z) (2.1)

where K(x, y, z) and T (x, y, z) denotes the thermal conductivity (W/m ·◦ C) and tem-

perature (◦C) respectively, ρ is the mass density (Kg/m3), cp is the specific heat capacity

(J/Kg ·◦ C), and P (x, y, z) is the power excitation density (W/m3).

y1

y2

x1 x2

z2

z1

(i,j,k+1)

(i,j,k-1)

(i,j-1,k)

(i,j+1,k)

(i-1,j,k)
(i+1,j,k)(i,j,k)

Figure 5: Illustration of finite volume scheme

According to the finite volume methods used in [28, 37], we have the following finite
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difference expressions for the nodes inside the stack, which are shown in Fig. 5:

T(i,j,k) − T(i−1,j,k)

x1
kx·ly ·lz

+
T(i,j,k) − T(i+1,j,k)

x2
kx·ly ·lz

+
T(i,j,k) − T(i,j−1,k)

y1
kx·lx·lz

+
T(i,j,k) − T(i,j+1,k)

y2
kx·lx·lz

+

T(i,j,k) − T(i,j,k−1)

z1
kx·lx·ly

+
T(i,j,k) − T(i,j,k+1)

z2
kx·lx·ly

+ ρ · cp · V ·
∂T (x, y, z)

∂t
= P total

(2.2)

where lx = (x1 + x2)/2, ly = (y1 + y2)/2, lz = (z1 + z2)/2; Ptotal is the total power

consumption in the shaded cube; kx,y,z is the thermal conductivity along each axis.

In the IC stack, there are multiple materials in each layer. Detailed and homogeneous

meshing that guarantees only one material per mesh will increase the problem size and

without carefully handling the boundaries between two materials, such case usually results

in poor convergence. Therefore, to maintain simulation accuracy as well as increase the

efficiency, a hybrid meshing strategy is employed.

Interposer

Chip

TSV

Micro-bump

Figure 6: Illustration of non-conformal meshing.

First, we use non-conformal meshes in different domains such as the package, inter-

poser and chips. To avoid divergence issues, we gradually increase the mesh size in the

transition area between different domains, as shown in Fig. 6. Second, in each domain, we

use effective thermal conductivity modeling methods for the meshes containing more than

one material. For example, on-chip and package metal layers are modeled using in-plane
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and through-plane thermal conductivity formulated in [38]. Moreover, effective thermal

conductivity modeling of the layers with ‘vertical interconnects’ (microbumps, TSVs, etc.)

[38] is implemented to further reduce the mesh number.

2.1.2 Modeling of air- and microfluidic-cooled heat sinks

In our thermal modeling, we treat all air-cooled heat sinks as convective boundary con-

ditions, which is applied to an explicitly modeled heat spreader. Therefore in the finite

volume method, for the boundary nodes, we apply the convective boundary condition:

K · ∂T
∂n
|boundary = −h(T − Tambs) (2.3)

where, h is convection heat transfer coefficient and n is the direction of the normal vector

of the boundary.

(i,j,k)

(i,j,k-1)

(i,j+1,k)

(i,j-1,k)

(i,j,k+1)

(i-1,j,k)

Tamb

z2

z1

y1

y2

x1

Convective Wall

Figure 7: Illustration of boundary nodes

The corresponding finite difference expression is shown below and sketched in Fig. 7.

T(i,j,k) − T(i−1,j,k)

x1
kx·ly ·lz

+
T(i,j,k) − Tamb

1
h·ly ·lz

+
T(i,j,k) − T(i,j−1,k)

2·y1
kx·lx·lz

+
T(i,j,k) − T(i,j+1,k)

2·y2
kx·lx·lz

+

T(i,j,k) − T(i,j,k−1)

2·z1
kx·lx·ly

+
T(i,j,k) − T(i,j,k+1)

2·z2
kx·lx·ly

+ ρ · cp · V ·
∂T (x, y, z)

∂t
= P total

(2.4)

While in the modeling of microfluidic cooled heat sink, the heating of fluidics cannot be

ignored especially when the fluidic velocity is lower than 50 ml/min. In this case, to model
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the thermal interactions between the fluidics and the chip, we added the energy balance

term described in [39] into our finite difference scheme, as shown below (assuming flow

direction in Y-axis):

ρ · cp · v · lx · lz · (T(i,j,k) − T(i,j−1,k)) = Qheat (2.5)

where, v is the volumetric flow rate, Qheat is the heat carried out in the flow direction.

Finally we use backward Euler scheme to numerically model the time varying terms,

as shown below:

ρ · cp · V ·
∂T (x, y, z)

∂t
= ρ · cp · V ·

T (x, y, z, t+ δt)− T (x, y, z, t)

δt
(2.6)

2.1.3 Comparison with existing thermal models

Various thermal models have been developed to analyze the thermal profiles of IC pack-

ages. We compare our thermal model with existing work using a variety of capabilities in-

cluding: formulation methods, solving algorithms, steady-state analysis, transient analysis,

and capability to model the layers with heterogeneous materials and multi-die packages.

The comparison is summarized in Table 1.

Based on the research objectives, the thermal models have different focuses. For the

purpose of using the models as an architectural evaluation engine, compact models with

ultra-high efficiency are preferred [32, 40]. Such models are usually implemented with a

lot of lumped elements, especially for the secondary heat path. For the work focusing on

the on-die power-thermal activities [41, 20], the models mainly focus on handling the fine-

granularity layout and use an abstracted model to handle the layers with multiple materials.

For the work concentrating on the impact of microfluidic cooling from architecture-level

[42, 31], they have an emphasis on the interactions between microfluidic cooling and IC

packages. Last, there are also thermal efforts focusing on developing co-design frameworks
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Table 1: Comparison of different thermal modeling

Methods Solving
Steady-
state

Transient
Multi-
materials
layer

secondary
heat path

Heatsink
Multi-
Die Research objective

ANSYS
Finite ele-
ment

Iterative Yes Yes Yes Yes Yes 2.5D/ 3D Detailed thermal centric
study

hotspot [32]
Thermal
resistance

Iterative Yes Yes
Weighted
average

Lumped
model

Yes 3D Thermal engine for archi-
tecture tools

J. Xie [37]
Domain de-
composition

Direct It-
erative

Yes Yes Yes Yes Yes 2.5D/ 3D Thermal and IR-drop co-
analysis

H. Oprins
[20]

Data-fitting
Closed
form

Yes No No Lumped Lumped 2.5D/ 3D Fast thermal simulation
for simple package de-
signs

Z. Wan [42]
Thermal
resistance

Direct It-
erative

Yes Yes
Not men-
tioned

Yes Lumped 3D Thermal simulator for
microfluidic cooled
systems

A. Sridhar
[31]

Finite differ-
ence

Direct It-
erative

Yes Yes
Not men-
tioned

Lumped Yes 3D Compact models for mi-
crofluidic cooled systems

A. Ziabari
[40]

Power
blurred

Convolution Yes Yes No Lumped Lumped 3D Thermal engine for archi-
tectural study

Krit. A [41]
Finite ele-
ment

Iterative Yes No
Weighted
average

Lumped Lumped 3D Thermal engine for floor-
planner

This work
Finite vol-
ume

Direct It-
erative

Yes Yes Yes Lumped Yes 2.5D/ 3D Design exploration for
2.5-D and 3-D integration

14



Packaging

Flattened Layout

Power excitation P(x,y,z,t)

k(x,y,z)

Linear Algebra 

Solver 

(SuperLU, 

CHOLMOD, 

SAP, MUMPS, 

HSPICE)

PrimeTime

McPat

Layers

Vias

metal traces

Layer exchange file

Layout (DEF)

Material 

Information

Formulation

(FEM, FVM, FDM)

Meshes

Cooling solutions

(air, microfluidics)

Fluidic dynamic 

equation

h(x,y,z)

CAD tools

Algorithm dependent

Commercial tools like ANSYS and COMSOL

Technology 

Library

Math library

Figure 8: Thermal simulation flow.

to model the interaction between temperature and other system metrics, such as IR-drop

[28, 33, 36], such models usually concentrate on steady state analysis to reduce the problem

complexity.

The thermal model of this work leverages the advances of several existing models. For

each IC package doamin, it can easily change the modeling details to meet different simula-

tion requirements in a reasonable computation time compared to other models. Moreover,

the model is capable of performing both steady-state and transient analysis for 2.5-D and

3-D integration platforms with either air-cooled or microfluidic-cooled heat sinks.

2.1.4 Thermal simulation flow and validation

The thermal simulation flow is shown in Fig. 8. The analysis tool has three inputs: first, the

power consumption of each functional block in the chip along with the layout; second, the

geometry and material information in the chip stack, which is usually from a technology

library; and third, the boundary conditions characterized from commercial fluidics module

of FEM software.

After we obtain P (x, y, z, t), k(x, y, z), h(x, y, z), we can build a linear equation for
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steady state analysis, as follows,

Y · T = b (2.7)

Since Y is symmetric positive definite (SPD), the above equation can be solved using

Choleskey factorization or iterative methods such as preconditioned conjugate gradients

method. While for the transient analysis, the equation becomes:

Y · T + C · Ṫ = b (2.8)

By using backward Euler scheme, the equation is then derived as follows,

Ṫ =
T n+1 − T n

∆t

(Y +
C

∆t
) · T n+1 = b− C

∆t
· T n

(2.9)

C
∆t

is a diagonal matrix, thus Y + C
∆t

is still SPD and the aforementioned algorithms are still

applicable. Next, we validate the thermal framework in the following aspects: steady-state,

transient-state, and microfluidic modeling.

Steady-state

Fig. 9(a)(b) shows an example 3D stack that was used to validate the steady-state analysis

model with ANSYS. The power map of each of the stacked chips is shown in Fig. 9(c)(d).

All surfaces are adiabatic except for the top surface, which is defined to have a convection

heat transfer coefficient of 40, 000 W/◦C ·m2. The chip size is 1 cm × 1 cm. To reduce

the meshing and analysis complexity in ANSYS, we only use 400 uniformly distributed

TSVs between the two dice in this validation example. The TSV diameter is 50 µm, and

we assume there is no liner (again, to simplify ANSYS meshing). The thickness of both

dice is 50 µm and the bonding layer is 5 µm thick. The thermal maps of both dice using

ANSYS and the thermal model are shown in Fig. 10 and match to within a maximum
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die2

die1
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40, 000 W/°C·m
2

die2

die1

(a) (b)

(c) (d)

Figure 9: Steady-state validation setup.

relative error of 7% for this example.

ANSYS Model

die1

die2

24.81 °C-42.56 °C 24.99 °C-42.83 °C

24.79 °C-48.68 °C 25.57 °C-48.28 °C

die1

die2

Figure 10: Steady-state validation results.
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ANSYS generates meshes very accurately even within the TSVs and the meshes are in

a fine granularity in the interfaces between two different materials and layers. Neverthe-

less, our model still maintains adequate accuracy in maximum temperature and minimum

temperature.

Figure 11: Impact of mesh size: tradeoff between efficiency and accuracy.

Table 2: Efficiency and accuracy comparison

Min Mesh Size (µm) Difference of ANSYS (%)1 Difference of Model Time of ANSYS (s) Time of Model (s)
1 0 0.73 1800 615

25 4.81 4.34 321 17
50 7.15 5.72 192 8.6

100 N.A 7.13 N.A 2.4
1 The error is normalized to the results of ANSYS using a 1 µm minimum mesh size

The maximum error occurs in the transitioning area where meshes may not be present

in our thermal model. If we polish our meshes to the granularity of ANSYS, the accuracy

can be further improved at the expense of computational efficiency, as shown in Fig. 11.

If we reduce the mesh size to 1 µm, the relative error is less than 1% but the runtime

increases by 120 times compared to the default mesh size (100 µm) we use. Nevertheless,

our model shows efficiency advantages compared to ANSYS, as shown in Table. 2. The

model achieves 3X, 18.9X and 22X speedups with comparable accuracy for mesh size of

1 µm, 25 µm and 50 µm, respectively.
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Figure 12: Transient thermal validation experiments (a) a 2-die 3-D stack (b) transient thermal
validation results

Transient-state

Fig. 12(a) shows a 3-D stack with two dice used for transient thermal validation against AN-

SYS. Non-uniform power maps with average power densities of 36W/cm2 and 43.8W/cm2

are assigned to the top and bottom dice, respectively. The power maps are similar to Fig.

75(b) with appropriate scaling. The heat spreader size is assumed to be 3 cm × 3 cm with

a cooling of 0.218◦C/W added to the top surface. Other faces of the stack are assumed to

be adiabatic. The interposer size is assumed to be 2 cm × 1.5 cm and the chip size is set

as 1 cm × 1 cm. The thickness is labeled in Fig. 12(a). The starting temperature of the

whole stack is assumed to be the ambient temperature, which is 22◦C. We add the power

excitation from time equal to 0 seconds and perform the transient thermal analysis from 0

to 4 seconds. The results of the maximum temperature of each die are shown in Fig. 12(b).

The maximum temperature of both dice in each time point matches ANSYS results with an

error of less than 1%. Moreover, the thermal profiles of each time point are compared and

the maximum error is also less than 1%.
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Microfluidic modeling
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Figure 13: (a) The cross-sectional view of the experimental setup (b) the full chip view of the
testbed.

Fig. 13 shows the simulation testbed in both ANSYS and the model. The micropin fins

have a diameter of 150 µm and a pitch (x-, y-axis) of 250 µm pitch. We vary the power

density of the excitation layer from 40 W/cm2 to 100 W/cm2 and investigate the error

between the ANSYS simulation results and the model results. The flow rate is 100 ml/min.
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Figure 14: Comparison between the model and ANSYS simulation results in the power excitation
layer along y = 0.5 cm

Fig. 14 shows the temperature along the center line (y = 0.5 cm) in the power excitation

layer. The maximum error of the four cases (40 W/cm2 to 100 W/cm2) is 9.09%, 9.02%,
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8.85%, 8.84%, respectively. However, for the outlet ports, the maximum error is relatively

small and less than 1% for all four cases.

2.2 Motivation of thermal isolation

There are two distinct thermal challenges in 3-D ICs with each requiring separate optimiza-

tion and technology solutions: first, stacking dice in 3-D increases the total power density

while simultaneously increases the thermal resistance of dice within the stack to the atop

attached heat sink; second, stacked dice will experience unwanted thermal crosstalk, par-

ticularly between high-power dice and low-power temperature sensitive components.
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Figure 15: DRAM retention time reduces exponentially as the temperature goes up

For instance, in a DRAM-on-processor 3-D stack, the DRAM usually exhibits a thermal

profile similar to the processor die (i.e., a thermal map mirror image) and has a relatively

high temperature due to the strong thermal coupling even though DRAM itself dissipates

much lower power than the processor [43]. However, higher DRAM junction temperature

(say, 90 ◦C) increases the DRAM refresh rate (as shown in Fig. 15 [44]), leading to perfor-

mance degradation of 8.6% and power consumption overhead of 16.1% [45]. Therefore,

the memory die should be thermally decoupled from the processor die. Likewise, in the

domain of silicon nanophotonics, a number of components are sensitive to temperature

variations. For example, microring resonators are highly temperature sensitive, and thus
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complex stabilizer circuits and dense heaters are used to compensate for this thermal vari-

ation [46]. With a temperature drift of 8 ◦C, the tuning power is as high as 0.19 nJ/bit

(26.7% of total communication power) [47] and will increase under a higher temperature

drift.

Tier-specific cooling has been proposed to provide isolation between dice for 2.5-D

integration platforms [48, 49]. With a strong cooling solution assigned to each die, the

heat spreading between dice is confined. Furthermore, thermally resistive material such

as glass interposer enhances the isolation between dice [48]. The simulation results show

that the temperature of the low-power die is 40% lower than the high-power die. The prior

research focuses on 2.5-D systems, and if the proposed method is used for 3-D, the thermal

coupling will not be suppressed since the heat path is in the vertical direction. Porous

silicon is proposed to isolate photonics die from the processor die in a 3-D stack [50]. Due

to the lower conductivity of porous silicon (100X smaller than silicon), this 3-D integrated

system achieves 3.8∼ 5.4x ring heating power reduction and 11∼ 23% speedup compared

to the baseline without isolation. However, this research ignores the impact of TSVs and the

discussion of mechanical reliability is missing. Moreover, the isolated die experiences an

elevated temperature, which is not wanted for applications such as memory-on-processor

stack.

From the above discussions, it is clear that thermal isolation in a 3-D stack is impor-

tant for many applications, in particular when decoupling the heating of low-power and

temperature sensitive devices from high-power IC.

2.3 Proposed architecture with thermal isolation technologies

To address the thermal crosstalk and cooling needs, the novel 3-D stack architecture shown

in Fig. 16 was proposed [51]. The proposed architecture has three novel features. First,

a microfluidic heat sink (MFHS) is integrated in the interposer. The purpose of this heat

sink is to cool the processor and the extended heat spreader. Second, an air gap is in-
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Figure 16: Proposed architecture with interposer-embedded heat sink, thermal bridge and air gap
isolation

tegrated between the high-power and low-power dice to decouple the thermal crosstalk.

Mechanically flexible interconnects (MFIs) are used as chip to chip interconnections [52].

Unlike rigid solder microbumps, MFIs can deform elastically under stress and maintain the

electrical connectivity between the memory and the processor tiers. Due to this behavior,

MFIs can help eliminate underfill. Finally, a heat spreader is attached on top of the isolated

low-power die to provide a cooling path. This architecture is suitable for a wide range of

heterogeneous 3-D stacks of high power and low power devices. In this study, we focus on

a memory-on-processor stack.

Air-cooled heat sink

Underfill

Microbumps

Interposer Embedded MFHS

TSVs

Metal Layers

(b)(a)

Processor

Memory

Interposer

Memory

Processor

Figure 17: 3-D stack (a) with conventional air cooled heat sink (b) with interposer embedded mi-
crofluidic heat sink (MFHS)

As a comparison, Fig. 17 shows two typical 3-D stacks with different cooling solutions.

The first 3-D stack is based on current approaches in the literature in which an air-cooled

heat sink (with heat spreader) is attached on top of the stack. Since the heat sink is on top,
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the thermally optimal architecture for this stack is to place the processor above the memory.

The second 3-D stack is cooled using a microfluidic-cooled interposer [53], as shown in

Fig. 17(b). In this case, the processor is on the bottom to minimize the thermal resistance

between the processor and the heat sink. Even if the microfluidic-cooled interposer can

lower the system temperature compared to the air cooled heat sink, the thermal coupling

issue is still unsolved because there are no mechanisms to prevent heat transfer between

the two dice.

2.4 Thermal evaluation of the proposed architecture

In this section, we use the thermal framework described above to thermally evaluate the

proposed architecture and compare it to other two baseline architectures.

2.4.1 Thermal specification of 3-D stacks

Table 3: The specification of simulated stack

Conductivity Thickness
W/mK µm

TIM 3 25
Memory die 149 100

Underfill layer 0.9 5
Air gap 0.024 5

Processor die 149 50
Micro-bump 60 40
Interposer 149 200

Copper 400 N/A
SiO2 1.38 N/A

Table 3 lists the thickness and material of each layer used in the 3-D stack. The chip

size is assumed to be 1 cm × 1 cm. The interposer is set to be 3.5 cm × 3.5 cm. The

interposer embedded microfluidic heat sink is assumed to be the same size as the chip. In

our thermal modeling, all heat sinks are treated as convective boundary conditions. The

thermal resistances of the air cooled heat sink and MFHS are assumed to 0.5 K · cm2/W
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and 0.2 K · cm2/W , respectively. The ambient temperature is set to be 25 ◦C.

Memory

Thermal bridge

Convection 3.6x10
4
 W/m·K

(a)

Memory

Thermal bridge

Convection 3.6x10
4
 W/m·K

(b)

Lumped thermal resistance

Figure 18: (a) Physical structure of the extended heat spreader (b) Lumped resistance modeling for
fins of extended heat spreader and TIM

Without an effective thermal path for the isolated die, the temperature of the isolated die

may be relatively large. In Fig. 17, this need is addressed using the extended heat spreader,

which can be formed using a modified copper spreader. Fig. 18(a) shows the physical

structure of the thermal bridge. The top surface of the copper thermal bridge is 1.5 cm ×

1.5 cm with a thickness of 500 µm (assuming chip size is 1 cm × 1 cm). A convective

boundary condition of 3.6× 104 W/m2 ·K is applied. To simplify the structure, we model

the bridge fins and TIM (attaching the bridge to the interposer) as lumped thermal resistors

shown in Fig. 18(b); the width of the fin (2 mm) justifies this simplification [54].

The micro-bumps and TSVs are assumed to be uniformly distributed throughout the

chip. The default diameter of micro-bumps is 40 µm and the total number is 1,600. It is

assumed there are 10, 000 TSVs with a diameter of 5 µm and a liner thickness of 0.5 µm.

Fig. 19 illustrates the power maps of the memory and processor dice. The memory die

layout is based on an 8 Gb 3-D DDR3 DRAM design from Samsung [55]. The total power

is estimated from the Micron DDR3 DRAM datasheet, which gives a value of 2.82 W. The

layout of the processor die is based on the Intel Core i7 microprocessor [56]. The power is

assumed to be 74.63 W. According to estimation from McPAT [57], the power distribution

is assigned as shown in Fig. 19(b).
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Figure 19: Power density distribution: (a) Memory die (b) Processor die

2.4.2 Comparison of different 3-D stacks

The two baseline stacks are shown in Fig. 17. They are configured with an air-cooled heat

sink and an interposer embedded microfluidic heat sink, respectively.

Because the TSVs may influence the thermal decoupling effectiveness of the air-gap,

the proposed stack with and without TSVs has been studied to give a worst and best case

estimation. For all stacking scenarios, two conditions were studied: processor in standby

mode (24.63 W total power) and an active processor (74.63 W total power). When the

processor jumps from standby to an active mode, the temperature will increase, and it is

important to see how this variation influences the temperature of the memory die.

Table 4: The comparison of different architectures

Unit: ◦C Tmax (Memory) Tmax (Processor)
Standby Active Standby Active

Stack with Air cooled heat sink 50.33 75.06 51.63 76.44
Stack with interposer embedded MFHS 46.59 65.38 47.14 66.05

Proposed stack w/o TSVs 31.96 39.63 47.58 64.64
Proposed stack w TSVs 38.88 51.76 44.75 61.44

Table 4 illustrates the maximum temperature of each die under the two different pro-

cessor modes. From the results, there are three key conclusions. First, the proposed archi-

tecture has the lowest temperature in both standby and active modes. In the active state,
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the maximum temperature of the three stacks (first three rows) is 76.44 ◦C, 66.05 ◦C and

64.64 ◦C, respectively. Second, the proposed architecture decouples the heat from the pro-

cessor to the memory. For the first two scenarios, in both active and standby modes, the

memory exhibits a temperature similar to that of the processor. For the proposed stack

with thermal isolation, in the standby mode, the memory temperature is 31.96 ◦C, while

the processor temperature is 47.58 ◦C; in the active mode, the memory temperature is only

39.63 ◦C even though the processor temperature is as high as 64.64 ◦C. Third, our pro-

posed stack maintains the memory die temperature fairly independently of the processor

die mode. In the first two cases, when the processor transitions from the standby mode to

the active mode, the temperature of the memory die increases by 25 ◦C and 20 ◦C, respec-

tively. For our proposed stack, it increases only by 8 ◦C when the processor transitions to

active mode.

However, when TSVs are inserted in the proposed stack, the thermal coupling increases,

as expected, compared to the TSV-free case. In both processor modes, the temperature of

the memory die is always higher than the case without TSVs, which indicates coupling.

The thermal map of each die is shown in Fig. 20 when the processor die is in active mode.

In Fig. 20(b), the temperature distributions of both dice are similar to each other, and the

temperature difference of the two dice is only 10 ◦C compared to 25 ◦C in Fig. 20(a).

Thus, the TSVs clearly impact the thermal isolation, and we will discuss this further later

in the Chapter.

2.5 Design space exploration of the proposed architecture

In this section, we thermally study our proposed 3D stack architecture as a function of

the cooling capability of the thermal bridge, TSV/microbump diameter, TSV/microbump

density, TSV layout and die thickness. Through this analysis, the benefits, limits and chal-

lenges of our proposed architecture can be better understood. If not specified, the parame-

ters and power maps are the same as those used in the last section.
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Figure 20: Thermal maps of proposed stack when processor is in active mode (a) without TSVs (b)
with TSVs

2.5.1 Impact of Microbump

Micro-bumps affect the primary heat path. Their diameter and number influence the equiv-

alent thermal resistance between the processor and the interposer.

Firstly, we fix the diameter of the microbump to 40 µm and change the total number

of microbumps from 1,600 to 10,000. Secondly, we fix the total number of microbumps to

1,600 and change their diameter from 10 µm to 50 µm. We also evaluate the cases where

there are no TSVs and where there are 2,500 TSVs between the processor and the memory

dice.

The results are shown in Fig. 21. As expected, more microbumps or larger diameter
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(b)  Impacts of Micro-bump 

diameter

(a) Impacts of # Micro-bump

Figure 21: The impact of the microbumps. (a) change the number of microbumps (b) change the
diameter of microbumps.

of microbumps lead to a decrease of the equivalent thermal resistance of the layer, which

improves the primary heat path. With 3,600 40 µm diameter microbumps, the temperature

of the processor die is below 60 ◦C, which is tolerable. In reality, we have very fine pitch

(50 µm ) electrical micro-bumps between the chip and the interposer, which leads to a total

of 40,000 microbumps; thus the thermal requirement of the micro-bumps can be easily met.

2.5.2 Impact of TSVs

3-D stacks require a large number of TSVs for inter-die signaling and power delivery.

These TSVs will bridge the air gap and reduce its equivalent thermal resistance (which is

undesirable). The inclusion of TSVs causes the temperature of the memory die to closely

track that of the processor die. The diameter and number of TSVs impact the equivalent

thermal resistance of the thermal isolation air gap. In order to quantify this impact, two

experiments were performed. First, the TSV diameter is fixed to 5 µm with a 0.5 µm liner

and the TSV number is swept from 1,600 to 10,000. Next, the total number of TSVs is

fixed at 10,000 and the TSV diameter is swept from 2 µm to 10 µm with a fixed 0.5 µm

liner.

Fig. 22(a) and (b) show the impact of TSV number and diameter, respectively. As the
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TSV total volume increases, the air-gap isolation layer becomes more thermally conduc-

tive, and the inter-die heat coupling becomes stronger, reducing the temperature difference

between the two dice. If 2 µm diameter TSVs are used rather than 10 µm, the memory

temperature is only 44 ◦C, compared to 54.5 ◦C for the 10 µm TSV case. Further scaling

of the TSV dimensions will yield additional improvements.

(a) Impacts of # TSVs (b)  Impacts of TSV diameter

Figure 22: The impact of the TSVs. (a) change the number of TSVs. (b) change the diameter of
TSVs.

In 3-D DRAM stacks or wide I/O applications, TSVs are usually clustered towards the

center of the die (rather than being uniformly distributed across the die surface). When the

TSVs are clustered in a specific area, thermal coupling is expected to occur only in that

area. In this way, the heat from the processor die will be localized. For the memory die,

the clustered TSVs or “TSV farm” usually acts as I/O pins, and are probably outside of the

memory cell circuits (labelled by a dashed-line box in Fig. 23(a)) [55]. Hence, the memory

cell circuits will become relatively free from the impact of the processor because there are

no TSVs in their area. Inspired by the above analysis, the TSVs are clustered only in the

center; an area of 1 mm × 5 mm is assumed containing 49 × 100 TSVs, which are

labeled by the solid-line rectangle in Fig. 23(a). To make a fair comparison, a uniformly

distributed TSV case with 4,900 TSVs is considered. The results are shown in 23(b).

In the clustered TSV case, the maximum temperature of the whole DRAM die drops

by 3.55 ◦C compared to the uniform TSV case. However, the maximum temperature of the
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cell ckts cell ckts

Figure 23: Thermal maps of clustered TSVs and uniform TSVs (a) TSVs are clustered in the solid-
line rectangle (b) The same amount of TSV are uniformly distributed

cell array circuits is only 42.27 ◦C, which is a drop of 6.65 ◦C and is closer to the 39.63 ◦C

junction temperature of the ideal case without TSVs.

2.5.3 Impact of die thickness

The silicon substrate itself serves a useful role as a heat-spreader, further reducing the

impact of localized hotspots. Thus, as the die thickness scales down, it becomes very

difficult to spread the heat from the hotspot due to increased lateral thermal resistance. In

our proposed system, due to the air gap, the temperature of the stack will be more sensitive

to die thickness.

In our test case, we assume there is a 2 mm × 2 mm 135 W/cm2 hotspot in the center
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Figure 24: The power map of the processor die. The hotspot (blue square) has power density of
135W/cm2 and the background (grey area) power density is 35W/cm2

(a) (b)

Figure 25: The impact of die thickness. (a) change the thickness of processor. (b) change the
thickness of memory.

of the processor die and the background power density is 35 W/cm2. The memory die

has uniform power density of 1 W/cm2. The power map of the processor die is shown in

Fig. 24. We separately sweep the die thickness of the memory and the processor from 1 µm

and 100 µm while fixing the other die at the default thickness. We also compare the results

to the normal bonding case (using underfill).

The impact of the processor die thickness is shown in Fig. 25(a). Several observations

can be made: firstly, thinning the processor die will increase the temperature of both dice,

especially when there is air-gap isolation. With air-gap thermal isolation, the maximum

temperature of a 100 µm thick processor die is only 56 ◦C , while for an ultrathin 1 µm
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thick die the maximum temperature is 78 ◦C. Secondly, if there is an air gap, when the

processor die is thinned below 50 µm, the processor temperature increases very rapidly.

Thirdly, for the normal bonding case, the memory die serves as the heat spreader for both

dice. In this case, thinning the processor die has a limited impact on system temperature,

as shown by the two intermediate lines in Fig. 25(a).

For the impact of the memory die thickness shown in Fig. 25(b), when the air gap

exists and provides the thermal isolation, changing the memory die thickness has only a

small impact on the processor. For the conventional bonding case, the processor and the

memory dice are strongly coupled, thus both dice have similar trends as those of changing

the processor die thickness.

2.6 Experimental demonstration 1

Guided by the above modeling and analysis, a thermal testbed was designed, as shown

in Fig. 26(a), to explore thermal coupling and possible solutions [59, 60]. Mechanically

flexible interconnects (MFIs) [52] were designed to be clustered in the middle region to

further enhance the thermal isolation. Unlike rigid solder microbumps, MFIs can deform

elastically under stress and maintain the electrical connectivity between the memory and

the processor tiers. Due to this behavior, MFIs can help eliminate underfill and thus reduce

the thermal coupling between tiers. The designed and fabricated testbed consists of a low-

power and a high-power tier to emulate the heterogeneous 3-D stack shown in Fig. 16;

MFIs are used as interconnects between the two tiers (instead of microbumps).

Fig. 26(b) shows the power map and temperature sensor designs for the low-power

tier. The low-power tier dissipates a uniform power of less than 5 W. A spiral heater was

formed over a 1 cm × 1 cm area. Nine resistance temperature detectors (RTDs) were

inserted along the middle of the chip in order to measure the temperature profile along the

length of the chip. Since the MFIs are clustered in the middle region, the thermal coupling

1This work is collaborated with Dr. Yue Zhang [58]
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(a) (b) (c)

Figure 26: (a) Schematic of the designed testbed for evaluation of the proposed thermal isolation technologies. (b) Top tier (low-power) and (c)
bottom tier (high-power) layout design
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between the tiers is expected to be non-uniform across the chip; in particular, from the

center to the edges of the chip.

Fig. 26(c) shows a schematic illustration of the high-power tier. The chip area is

1 cm × 1 cm. There are two hotspots on the chip each measuring 1 mm × 1 mm.

The two chips are interconnected with an array of gold-passivated NiW MFIs [52, 61]. The

array contains 12 × 100 MFIs, yielding a total of 1,200 MFIs. This number is chosen based

on the Wide I/Os specifications [62]. The MFI design has a pitch of 75 µm × 100 µm.

The total MFI array is 9, 940 µm × 870 µm.

The microfluidic test setup is shown in Fig. 27. Given the micropin-fins are only etched

in the high-power tier (bottom tier), the coolant only flows within the high-power tier. The

top tier is bonded to the bottom tier through MFIs that are located in the center region. An

Agilent DC power analyzer was used to source current into the on-chip heater/RTDs on

both tiers. The data logger was used to measure the resistance of the RTDs and extract the

junction temperatures [12].

The power maps for the simulated cases are illustrated in Figs. 28 (a) and (b). In Fig.

28 (a), the bottom tier dissipates 10 W/cm2 across the chip. The junction temperature for

each location on both tiers is plotted in Fig. 28 (c) (Case A). Next (Case B), the power den-

sity of the two hotspots is increased to 150 W/cm2 while the background power remains

unchanged (Fig. 28 (b)). The corresponding temperature of each chip is plotted in Fig. 28

(c) (Case B). In Case B, the temperature is relatively flat indicating uniform temperature

without hotspots. When the power density of the hotspots increases, one obvious observa-

tion is that there are two temperature peaks that occur in the bottom die. This is expected

because of the large power density of the hotspots. The two temperature peaks are 31.4 ◦C

and 33.0 ◦C, respectively. However, also in Case B, there are no obvious hotspots in the

upper tier. The temperature of the upper tier gradually increases from 21.1 ◦C to 23.1 ◦C.

This demonstrates that the proposed thermal isolation concept effectively minimizes the

hotspot coupling between the stacked tiers. In addition, the above described testbed was
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(a) (b) (c)

Figure 27: (a) Microfluidic test setup to evaluate the thermal isolation technologies. (b) Top and (c) bottom view of the stack assembled to a PCB
board using wire bonding
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(a) (b)

(c)

Figure 28: (a) Uniform power density of 10 W/cm2 in the bottom tier (Case A), (b) background power of 10 W/cm2 plus two hotspots each
dissipating 150W/cm2 (Case B), and (c) Junction temperature fluctuation of top and bottom tiers in Case A and Case B
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evaluated using the thermal model presented earlier as cross-validation, and the tempera-

ture difference is found to be below 7% [59].

2.7 Conclusion

In this chapter, we present the thermal modeling framework and simulation flow. The

thermal framework is then validated against ANSYS for steady state, transient state and

fluidics modeling with a maximum relative error less than 7%, 1%, and 9%, respectively.

A novel stacking structure is proposed with microfluidic cooling embedded in the inter-

poser, thermal isolation between the memory and processor dice and a thermal bridge on

top of the memory die. The new architecture exhibits thermal benefits over conventional

stacks and is of high value in the heterogeneous integration of high-power and low-power

dice. Additionally, we thermally explore our proposed system as a function of micro-

bumps, TSVs, die thickness and other system parameters. Specifically, our study bench-

marks a memory on processor stack, but the methodologies, analyses and conclusions can

be applied to any high-power and low-power stack.

Secondly, tuning of all system parameters is necessary in order to build a thermally-

tolerant system: 1) The micro-bumps influence the primary heat path, and must be consid-

ered when assessing the thermal performance of the system; 2) The TSVs have an impor-

tant impact on the thermal isolation layer. With smaller/less/clustered TSVs, the thermal

coupling between dice can be minimized; 3) Die thickness also plays an important role.

Thinning the processor die below 50 µm will lead to rapid temperature increase of the

stack.

Several key conclusions can be drawn from this work. Firstly, our proposed stack can

realize lower temperatures for both dice in a memory on processor stack. More importantly,

the use of an air gap for thermal isolation causes the memory die to be kept much cooler

and to be fairly independent of the fluctuating temperature of the processor because of the

thermal isolation.
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CHAPTER 3

THERMAL EVALUATION OF 2.5-D INTEGRATION USING BRIDGE-CHIP

TECHNOLOGY

In this chapter, 2.5-D integrated circuits using bridge-chip technology are thermally evalu-

ated to investigate thermal challenges and opportunities for such multi-die packages. First,

thermal benchmarking of a number of 2.5-D integration approaches is performed and com-

pared to 3-D ICs for completeness. Second, bridge-chip based 2.5-D integrated systems

are explored as a function of various technology parameters.

3.1 Introduction

In order to keep pace with rapidly increasing system interconnection requirements [1], mul-

tiple advanced interconnect technologies have been proposed, including 2.5-D and three-

dimensional (3-D) integration technologies [6, 63, 8]. A key benefit of 2.5-D integration

is the ability to assemble heterogeneous dice side-by-side and provide a physical inter-

face comprised of ultra-high density interconnections. Unlike 3-D integration, such 2.5-D

integration technologies avoid some of the design, fabrication, and thermal challenges as-

sociated with 3-D die-stacking. Nonetheless, there are a number of thermal challenges in

2.5-D integration technologies that we seek to explore and compare to 3-D ICs.

The most widely explored 2.5-D integration technology is based on a silicon interposer

approach, as shown in Fig. 29(b). However, while silicon interposer technology has a

number of benefits, it may not be a universal solution for 2.5-D integration. To this end, two

approaches based on bridge-chip technology have been proposed to explore the formation

of 2.5-D systems, as shown in Fig. 29(a) and 29(c).

The first bridge-chip approach uses a silicon chip, called the “bridge” chip, which is

embedded into the package. Chip-to-chip interconnects are routed on the bridge-chip and
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Figure 29: 2.5-D chip stack using (a) bridge-chip technology (b) interposer technology. (c) heterogeneous interconnect stitching technology (HIST).

40



fine pitch microbumps are used to connect the bridge-chip and the active dice, as shown in

Fig. 29(a). The second approach, called heterogeneous interconnect stitching technology

(HIST), de-embeds the silicon bridge chip and places it between the active chips and the

package, as shown in Fig. 29(c) [10]. Some of the advantages of HIST are as follows:

first, the bridge-chip provides similar signal bandwidth density as the silicon interposer

technology; second, HIST does not require the use of through-silicon-vias (TSVs); third,

HIST is based on die-to-die face-to-face bonding, and thus the interconnections have low

parasitics and high density; and lastly, HIST is compatible with any packaging substrate.

Thermal analysis and optimization has been extensively conducted for interposer-based

2.5-D integration [20, 21], as well as TSV-based [17, 64] and monolithic 3-D integration

[18, 19]. However, there are no thermal modeling efforts focused on 2.5-D bridge-chip-

based interconnection platforms. Moreover, previous thermal efforts have generally fo-

cused on one of the above technologies; there is a need for thermal benchmarking of all

these approaches.

Therefore, the objectives of this Chapter are twofold. First, we explore the thermal

attributes of bridge-chip based 2.5-D integrated ICs and benchmark with other 2.5-D and

3-D solutions. Second, we conduct a deep-dive look at bridge-chip-based 2.5-D integration

and evaluate thermal performance as a function of various technology parameters such as

bridge chip thickness, TIM properties, microbump properties, die thickness, and die spac-

ing. These studies will help the community understand the thermal limits and challenges

facing bridge-chip-based integration technologies.

3.2 2.5-D and 3-D benchmark architectures

3.2.1 2.5-D integration platforms

With the above off-chip technologies, 2.5-D heterogeneous integration of multi-functional

chips can be realized. In this Chapter, we focus on high-performance 2.5-D integration

of processor, accelerator (GPU, FPGA, or ASIC), and a memory stack. Specifically, we

41



Package substrate

Interconnects

Processor die

FPGA die

Memory Stack

Bridge-chip

#1 Bridge-chip

#2 Bridge-chip

#3 Bridge-chip

Package substrate

Interconnects

Processor die

FPGA die

Memory Stack

Bridge-chip

Figure 30: Illustration of the envision FPGA-CPU-Memory 2.5-D chip stack using bridge-chip
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Figure 31: 3-D chip stack (a) TSV-based (b) monolithic nanoscale via based.

envision a CPU-FPGA-Memory 2.5-D microsystem as a test vehicle of the bridge-chip

technology and thus, all benchmarks are based on this chip set, as shown in Fig. 30. The

FPGA, processor and memory stack are placed side-by-side in a package with bridge-chips

underneath the active dice. We assume that the memory stack consists of five tiers, of which

the bottom tier is the controller circuit and the other four tiers are memory cells.

3.2.2 3-D integration platforms

Fig. 31 shows two 3-D integration architectures, both of which have been extensively

explored in literature. The key enabler for the two stacks is the utilization of vias as chip-
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Figure 32: 2.5-D integration using bridge-chip technology with detailed layer information.

to-chip interconnections. The vias in monolithic 3-D are much shorter (∼ a few 100 nm)

and smaller (∼ 100 nm) compared to TSVs (∼ 5 µm diameter and about 40 ∼ 100 µm

tall).

In both cases, we still consider a CPU-FPGA-DRAM integrated microsystem. We

assume there are two separate 3-D stacks: the first is a CPU-on-FPGA computation stack

(CPU is placed on top for thermal consideration), and the second is a DRAM chip stack.

To simplify this case study, we assume the FPGA, CPU and memory chips are of the same

size. The memory stack has one controller tier and eight memory cell tiers (same storage

capacity as 2.5-D cases). The two 3-D chip stacks are placed side-by-side and employ a

bridge chip in the package for communication.

3.3 Thermal specifications for 2.5-D and 3-D integration evaluation

Fig. 32 shows a 2.5-D stack with an air-cooled heat sink. The 3-D IC configurations used

for evaluation are quite similar except that the chips are stacked. For thermal modeling,

we abstract the heat sink and the printed circuit board (PCB) as primary and secondary

cooling boundaries, respectively. Both boundaries are modeled using a uniform convection

coefficient applied to the top surface of the heat spreader and to the bottom surface of the

package substrate, respectively.

43



3.3.1 Layer thickness and material property

Table 5: Thermal specification

Layer
Conductivity Thickness Heat capacity Mass Density

(W/mK) (µm) (J/◦C ·Kg) (Kg/m3)
In-plane Through-plane

TIM2 3 30 1,000 2,900
Heat spreader 400 1,000 385 8,690

TIM1 3 25 1,000 2,900
CPU/FPGA Die 149 125 705 2,329

Memory Die 149 15 705 2,329
Molding 0.28 N.A. 915 1,790

Metal 61.17 1.62 5 433 7,783
Package 30.4 0.38 1,000 600 1850

Interposer 149 200 705 2,329
Bridge 149 200/251 705 2,329

Microbump: CPU/FPGA 60 40 227 12,000
Microbump: memory 60 40 227 12,000

Bonding layer: CPU/FPGA 0.9 40 1,000 2,100
Bonding layer: memory 0.9 7.5 1,000 2,100

Copper 400 N.A. 385 8,690
SiO2 1.38 N.A. 705 2,648

Tungsten 179 N.A. 135 19,250
1 200 µm for bridge-chip case and 25 µm height for HIST case.

The layers’ information and material properties are summarized in Table 5. On-chip and

package metal layers are modeled using in-plane and through-plane thermal conductivity

formulated in [38]. Moreover, effective thermal conductivity modeling of the layers with

‘vertical interconnects’ (microbumps, TSVs, etc.) [38] is implemented to further reduce

the mesh number. In the following sections, all the reported simulations are based on these

values.

3.3.2 Geometry parameter and boundary conditions

The processor and FPGA dice are assumed to be 1 cm × 1 cm large. For the 2.5-D cases,

the memory die size is assumed to be 1 cm× 2 cm and for the 3-D cases, the memory die

size is assumed to be the same size as the processor and FPGA die, i.e. 1 cm × 1 cm. As

mentioned in Section 3.2, the memory stack has five tiers and nine tiers for the 2.5-D and

3-D cases, respectively. The default spacing between dice is 0.3 mm and the bridge-chip
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is set to be 2.3 mm × 7 mm. The package size is 2.23 cm × 2.23 cm. The heat spreader

size is assumed to be 4 cm× 3.5 cm.

Chip

Interposer

Package

Board

Natural convection hamb = 15 W/(m
2· K)

Q

Tsurface

Extracted effective heff

Figure 33: Setup of characterizing effective convection coefficient.

The air-cooled heat sink is assumed to have a case-to-ambient thermal resistance of

0.218 K/W [56], and the ambient temperature is assumed to be 38 ◦C. For the secondary

heat path, we used the method described in [39] to characterize the effective cooling capa-

bility of the PCB. We assume the stack is assembled on a 10 cm×10 cm PCB and a natural

cooling of 15 W/◦C ·m2 is applied to both surfaces of the PCB, as shown in Fig. 33. In

order to extract an effective heat transfer coefficient, so that the whole board does not need

to be modeled with the package and dice, a power dissipation of 1 W is applied to the top

surface. The effective convection coefficient that the PCB provides can be calculated using

the equation shown below:

R =
1

heff · A
=
Tsurface − Tamb

Q
(3.1)

This value is calculated using weighted average temperature of the bottom surface of

the package and is found to be 311 W/m2 ·K.
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(a)

(b) (c)

I/O

Figure 34: Power density maps of each die (a) FPGA die, 44.8 W (b) Processor die 74.49 W(c)
DRAM die (cell circuit), 5.65 W for cell circuit.

3.3.3 Power maps of integrated dice

The layouts of the emulated processor and DRAM dice are shown in [51]. They are based

on Intel Core i7 processor and Samsung 3-D DRAM. The processor is assumed to dissipate

74.49 W . For the DRAM chip, the bottom controller is assumed to dissipate a uniform

power of 5 W and each DRAM cell tier dissipates 1.46 W . The power profiles of the

processor and the DRAM cell tiers are shown in Fig. 34(b) and (c), respectively. The

emulated FPGA layout is based on Altera Stratix V and Stratix 10 FPGAs [65]. The FPGA

chip power is dependent on application and in our case, we envision the FPGA chip as the

server (processor) accelerator. Based on [65], the total power is approximately 44.8 W for

the server accelerator and by using the open-source power calculator [66], we can further

estimate the power per functional block and emulate the power profile, as shown in Fig.

34(a).
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3.3.4 Microbumps and TSVs dimensions

The microbumps we study are categorized into two groups: the first is between the chip

and the package or interposer, and the second is between the chip and bridge-chip. For the

first group, the diameter and pitch of the microbumps is 40 µm and 200 µm, respectively.

For the second group, dense microbumps are used and the diameter and pitch is 20 µm and

40 µm, respectively. Both groups of microbumps are assumed to be uniformly distributed

in the corresponding area.

3.4 Comparison of different 2.5-D integrations

All the three 2.5-D IC cases are configured with an air cooled heat sink, as illustrated in Fig.

32. The chip placement and power maps are illustrated in Fig. 30 and Fig. 34, respectively.

If not stated, all of the thermal analyses are steady-state results using the maximum power

maps shown in Fig. 34 to give a worst case estimation.

Fig. 35 shows the thermal profiles of each die in all cases. The figures are to scale

according to die size and spacing listed in Section 3.3. All of the cases exhibit a simi-

lar thermal profile because most of the heat is conducted through the attached air cooled

heat sink on top (98.18%, 97.17% and 97.19% for the bridge-chip, interposer and HIST

cases, respectively). Nevertheless, there is a small difference in the junction temperature

resulting from different secondary heat paths in each case. For the interposer-based 2.5-D

configurations, heat spreading is enhanced due to the high thermal conductivity of silicon

interposer. Therefore, its maximum temperature is the lowest of the three cases (Tmax is

102.80 ◦C). Likewise, the bridge-chip is placed closer to the die in the HIST case, and

as a consequence, the temperature is lower than the first case (0.69 ◦C cooler). Fig. 36

illustrates the difference in the spreading capability of the bridge-chip and interposer based

2.5-D integration cases. For the interposer 2.5-D case, the thermal profile of the layer be-

neath the chip (interposer layer) is smoother and exhibits a smaller Tmax − Tmin than that
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(b)(a) (c)

Figure 35: Top view of thermal profiles of each die in all cases. The bottom die, also the hottest die of DRAM chip stack is plotted. (a) embedded
bridge-chip, Tmax : 104.92 ◦C (b) interposer, Tmax : 102.80 ◦C (c) HIST, Tmax : 104.23 ◦C.
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of the bridge-chip case (package layer), which is approximately 4.85 ◦C lower.

Another observation is the clear lateral thermal coupling between different dice in all

cases due to the heat conduction in the heat spreader. The edges of the FPGA and DRAM

dice near the processor die are greatly influenced, which creates a relatively larger hotspot

area in the FPGA and DRAM dice. To minimize this thermal coupling, it is necessary to

apply either independent cooling such as tier-specific microfluidic cooling [14] or thermal

isolation technology using an insulator [59] to eliminate thermal coupling.

C
P

U

F
P

G
A

D
R

A
M

 

 T
ju

n
c6

0

7
0

8
0

9
0

1
0
0

(a) (b)

60 70 80 90 100

CPU

FPGA

DRAM

 

 

Tjunc

60

70

80

90

100

60

70

80

90

100

60 70 80 90 100

Figure 36: Illustration of heat spreading effects of (a) the package layer in embedded bridge-chip
based 2.5-D, 60.22 ◦C ∼ 104.60 ◦C (b) the interposer layer in interposer based 2.5-D, 61.61 ◦C ∼
101.14 ◦C.

3.4.1 Impact of the thickness of interposer and bridge chip

Based on the above analysis, the thickness of the interposer and the bridge-chip impacts

heat spreading. With a thicker silicon layer beneath the dice, the heat spreading is improved

and the junction temperature of hottest die is reduced. Therefore, we sweep the thickness

of the interposer and bridge chips from 100 nm to 800 µm (for HIST case, the upper bound

is 30 µm) and plot the maximum junction temperature of each case, as shown in Fig. 37.

For the bridge-chip and interposer cases, Tmax decreases as the thickness becomes larger

because of the improved spreading of the thicker interposer and bridge chips. Increasing the
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Figure 37: The impact of interposer and bridge thickness.

thickness from 100 nm to 800 µm, Tmax is reduced by 1.78 ◦C and 4.07 ◦C for the bridge-

chip and interposer cases, respectively. The temperature reduction trend is significant when

the thickness is larger than 100 µm. For the HIST case, the impact is not significant due to

the fact that the thickness of the bridge-chip is limited by the height of the microbumps.

3.5 Thermal comparison between 2.5-D and 3-D integration

3-D integration using TSVs and monolithic nanosacle vias are more advanced integration

approaches than 2.5-D integration and have a number of key benefits. However, when

multiple chips are stacked vertically, the power density of the resulting 3-D stack will be

larger than that of 2.5-D configurations. As a result, the thermal challenges become more

difficult to address. In this section, we thermally explore two types of 3-D integration

approaches and compare them with bridge-chip based 2.5-D integration.

For the TSV-based 3-D IC case, we assume a die thickness of 125 µm, a TSV diameter

of 5 µm, a liner thickness of 0.5 µm, and a pitch of 100 µm. For the monolithic 3-D IC

case, the thickness of both the die and buried oxide is 100 nm; the handle layer is assumed

to be 100 µm. The monolithic via diameter is 100 nm and assumed to be tungsten.

Table 6 lists the maximum junction temperature of bridge-chip-based 2.5-D and the two

3-D IC cases. The results show that 2.5-D integration has better thermal attributes than the
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Table 6: Thermal comparison of bridge-chip 2.5-D and 3-D integration

Unit:◦C
CPU FPGA DRAM 1

Tmax Tmin Tmax Tmin Tmax Tmin
Bridge-chip 104.92 83.08 98.28 75.02 89.17 60.01
Monolithic 122.29 93.61 124.22 94.25 96.25 63.57

TSV 121.37 94.64 125.62 98.94 98.18 66.57
1 For DRAM, we show the maximum temperature of the bottom

die in the stack (the hottest die).
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Figure 38: Thermal profile of each die in 3-D stack cases (a) Monolithic-3D (b) TSV-3D

two 3-D IC cases. The maximum junction temperature of the CPU in 2.5-D integration is

17.37 ◦C and 16.45 ◦C lower than monolithic and TSV 3-D ICs, respectively. The max-

imum junction temperature of the FPGA in 2.5-D integration is 25.94 ◦C and 27.34 ◦C

lower than the monolithic and TSV 3-D ICs, respectively. For the DRAM chips, the maxi-

mum junction temperature using 2.5-D integration is 7.08 ◦C and 9.01 ◦C lower than TSV

and monolithic 3-D ICs, respectively. From a thermal perspective, high power stacks such
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as CPU-on-FPGA may not be practical using 3-D technology; while for a low-power stack

such as DRAM chips, despite the temperature rise, the maximum temperature does not ex-

ceed the thermal limit. Additionally, the DRAM chip can be cooler if less tiers are stacked.

Fig. 38 shows the thermal profiles of the CPU and FPGA dice in the two 3-D IC cases.

Compared to the bridge-chip 2.5-D case shown in Fig. 35(a), the 3-D cases have stronger

vertical thermal coupling, and the thermal profile of one die exhibits a mirror image of the

other. The monolithic case has a smaller active layer thickness thus the spreading is worse

than in the 3-D IC TSV case, as shown in Fig. 31. However, the thermal resistance from

the FPGA to the heat sink is slightly smaller than the 3-D TSV case, which results in a

lower maximum temperature.

3.6 Thermal study of bridge-chip 2.5-D integration

In this Section, we focus on bridge-chip based 2.5-D integration and thermally evaluate as

a function of TIM thermal properties, die thickness mismatch, die thickness and die spac-

ing. In addition, transient analysis is performed to further understand die-to-die thermal

coupling. Through these analyses, the limits and challenges of bridge-chip based 2.5-D

integration are better understood. If not specified, the parameters and power maps are the

same as those used in Section 3.3

3.6.1 TIM properties and die thickness mismatch

There are two TIM layers: the first is between the heat spreader and each die (TIM1),

and the second is between the heat spreader and the heat sink (TIM2), as shown in Fig.

32. With a good TIM material, the junction temperature will decrease. To evaluate the

impact of TIM properties, we sweep the thermal conductivity of TIM1 and TIM2 from

0.9 W/◦C ·m to 400 W/◦C ·m (TIM1 and TIM2 are assumed to be the same material).

The results are shown in Fig. 39. There is a crossing point in the thermal conductivity at

approximately 3 W/◦C · m, beyond which better TIM material does not yield significant
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Figure 39: The impact of thermal conductivity of TIM.

benefits. Likewise, changing the TIM thickness leads to similar results.

Filler material

Package Substrate

Die #2

Integrated heat spreader

thickness mismatch

Die #1

Figure 40: Illustration of die thickness mismatch.

In heterogeneous 2.5-D integration, the chips may be fabricated in different technology

nodes and vendors (Intel 22 nm, 14 nm, TSMC 28 nm, 16 nm). Therefore, the die thick-

ness may be different and it is necessary to use a material to fill the gap, as illustrated in

Fig. 40. The filler candidates are TIM and/or copper (customized heat spreader [67]).

To investigate the impact of die thickness mismatch, we make the following assump-

tions: first, we assume that the die thickness mismatch is only attributed to the dice; second,

we only change the die thickness of one chip and fix the thickness of the other two to the

default value; Last, we assume the die with thickness mismatch to be thicker than the other

chips.

The results are shown in Fig. 41. There are three observations. First, good fillers are

preferred to avoid elevated temperature. If we use copper instead of a TIM (which is not

practical), the temperature of each die experiences a nominal change. Second, using the
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Figure 41: Impact of die thickness mismatch of (a) processor (b) FPGA (c) DRAM. The solid line in the figures is the case using default TIM filler
(3W/◦C ·m) and the dashed line is the case for using copper filler (400W/◦C ·m).
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TIM filler, the temperature increases as the thickness mismatch increases. Third, when

the low-power die is thicker (Fig. 41(b) and Fig. 41(c)), it results in a higher maximum

temperature for the whole microsystem. Thus, it is necessary to guarantee that the die with

the largest power density has the largest thickness and uses the least filler. In this case,

Fig. 41(a) shows when the processor die has a height mismatch of less than 50 µm, the

maximum temperature of the whole microsystem does not increase significantly.

3.6.2 Impact of die thickness on heat spreading

The die layer plays an important role in heat spreading, which reduces the localized hotspot

temperature. Therefore, as the die thickness scales down, the lateral thermal resistance

increases and heat spreading becomes reduced. We sweep the die thickness from 1 µm

to 750 µm and the results are plotted in Fig. 42. Although the maximum temperature of

each die does not change significantly (2.08 ◦C, 1.63 ◦C and 3.48 ◦C for processor, FPGA

and DRAM die, respectively), the intra-die variation experiences a relatively larger change.

For example, Tmax − Tmin for the processor changes from 25.57 ◦C to 15.70 ◦C when die

thickness is changed from 1 µm to 750 µm.

25.57 °C 15.70 °C

Figure 42: The impact of die thickness scaling. The dotted line plots the Tmin of each die.

Fig. 43 shows the thermal profile of each die when the die thickness is 1 µm. The block

layout is demarcated in the thermal profile as a result of poor heat spreading.

55



CPU

FPGA

DRAM

 

 
Tjunc

55

60

65

70

75

80

85

90

95

100

105

Figure 43: The thermal profile of each die (die thickness is 1 µm). The heat spreading is confined,
and the block outlines are clearly observed from the thermal maps.

3.6.3 Impact of microbump and underfill on secondary heat path

The thermal properties of the microbump and underfill impact the secondary heat path.

When the effective thermal resistance is reduced, Tmax of the whole assembly will min-

imally decrease. On the other hand, due to the fact that most of the heat is conducted

through the main heat path, even if the effective thermal resistance of the microbump layer

becomes poor, it is expected that Tmax would not change significantly.

However, if the microbump and underfill become thermally resistive, they form an insu-

lation between the active device layer and the interposer or bridge layer. As a consequence,

the interconnection wires will have a lower temperature. Based on the modeling of the

thermal impact on the interconnection metric of bandwidth (BWD) over energy per bit

(EPB), the BWD/EPB metric can be improved by approximately 7.76% if the temperature

is reduced by 30 ◦C [68]. To investigate the impact of microbump and underfill, we fix the

number and diameter of microbumps at the default value and only change the underfill and

microbump thermal conductivity to change the effective resistance of the microbump layer.
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The effective conductivity of the microbump layer is defined as:

keff = kbump ·
N · Abump
Achip

+ kunderfill · (1−
N · Abump
Achip

)

Abump =
π ∗D2

4

(3.2)

where Achip is the chip area, N and D are the number and diameter of the microbumps.
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Figure 44: The impact of effective thermal conductivity of microbump layer for bridge-chip case.

Fig. 44 shows the junction and interconnection temperatures as a function of effective

thermal conductivity of the microbump layer for the bridge-chip case (similar for interposer

and HIST cases). When the effective conductivity of the microbump layer is reduced, there

is minimal change in the maximum junction temperature. On the other hand, the average

temperature of the bridge-chips (where the chip-to-chip interconnections are located) ex-

periences a temperature change as high as 17.27 ◦C (bridge-chip #1). This implies that a

low conductivity material for the microbump layer helps maintain a lower temperature for

chip-to-chip interconnections.

3.6.4 Impact of die spacing on thermal coupling

Fig. 45 shows that as the die spacing increases (heat spreader is kept the same size), the

junction temperature of each die decreases. However, the rate of temperature reduction of

each die is not the same. For the die with smaller power, the rate is larger and implies
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Figure 45: Impact of die spacing. As the die spacing increases, the junction temperature decreases.

that the low-power die is more vulnerable to thermal coupling. The FPGA and DRAM

junction temperatures drop by 3.47 ◦C and 5.53 ◦C, respectively. On the other hand, the

processor die temperature has a nominal temperature change when the die spacing increases

from 0 mm to 1 mm. Since DRAM performance degrades in the extended temperature

range (above 85 ◦C) [45], it is meaningful to take advantage of this effect and carefully

design the spacing between the DRAM die and the other high-power chips (of course,

there are tradeoffs between thermal considerations, off-chip interconnection metrics such

as delay/energy, and integration density as will be discussed in Chapter 6).

3.6.5 Transient thermal coupling

The thermal profiles shown in Fig. 35 represent the final steady-state results but thermal

coupling between dice is evolving as the chip activity changes. To investigate the time-

domain impact of thermal coupling, we perform a transient analysis to show these time-

varying activities. We emulate a processor workload with the activity factor shown in Fig.

46(a). The emulated activity factor has a range of 0.01 to 0.80. To simplify the case, we

assume the FPGA and DRAM dice maintain a constant power.

The maximum junction temperature of each die is plotted in Fig. 46(b); time domain

thermal coupling can be observed. When the temperature of the processor changes, the
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Figure 46: (a) Emulated processor power (b) transient analysis results of bridge-chip 2.5-D integration
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other two dice also experience a temperature change, but with a relatively larger response

time and smaller variation. The thermal variation of the processor, FPGA and DRAM is

7.23 ◦C, 3.52 ◦C and 1.81 ◦C, respectively. Due to the lateral distance between the FPGA

and DRAM dice to the hotspots on the processor, the two dice respond slower to power

changes in the processor.

3.7 Conclusion

This chapter presents a comprehensive thermal study for 2.5-D integration focusing on

bridge-chip based technology to identify the thermal limits and challenges in such inte-

gration approaches. A CPU-FPGA-DRAM assembly is used as an application example.

Bridge-chip 2.5-D integration is compared to interposer and HIST 2.5-D integration. Com-

pared to bridge-chip 2.5-D integration, interposer 2.5-D integration offers a modest im-

provements in terms of maximum die junction temperature due to better heat spreading in

the interposer layer. Bridge-chip 2.5-D integration is also compared to TSV and monolithic

3-D integration and shows improved thermal response due to smaller power density. We

also study the bridge-chip-based 2.5-D integration as a function of bridge chip thickness,

microbump properties, TIM thickness, die thickness mismatch, die spacing and die thick-

ness. The simulation results show that the die thickness mismatch should be kept as low

as possible and that the hottest die should be the thickest. Moreover, from a thermal per-

spective, low power dice such as DRAM benefit in maximum temperature by 6.1% when

the die spacing is increased from 0 mm to 1 mm. The die thickness plays an important

role in heat spreading with thicker die reducing intra-die thermal gradient. Finally, time-

domain thermal coupling is investigated. As the temperature of the CPU changes, FPGA

and DRAM dice temperatures follow this change.
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CHAPTER 4

POWER DELIVERY NETWORK EVALUATION AND BENCHMARKING FOR

2.5-D INTEGRATION USING BRIDGE-CHIP TECHNOLOGY

Power delivery network (PDN) design has been one of the biggest challenges in emerging

high-density integration platforms for high-performance computing due to the increased

current density and larger parasitics in part from new components such as through silicon

vias (TSVs), and reduced voltage levels (which leads to less noise margin). Thus, sup-

pressing power supply noise (PSN) is critical to the success of 2.5-D and 3-D integration

platforms. An efficient and accurate PDN modeling framework would help design space

exploration and allocate resources more effectively to avoid under- or over- design of PDN.

In this chapter, a PDN modeling framework for emerging integration platforms is pre-

sented. The framework is capable of performing both IR-drop and transient analysis. Val-

idation using IBM power grid benchmarks shows the IR-drop analysis has a maximum

relative error of less than 7.29%, and the transient analysis has a maximum error of less

than 0.67% of VDD. The PDN modeling framework is then used to evaluate interposer

and bridge-chip based 2.5-D integration platforms. Interposer-based 2.5-D integration may

exhibit a worse power supply noise due to the TSV parasitics. In bridge-chip based 2.5-D

integration, under the assumption that the bridge-chips underneath the active dice block

access to package power/ground planes, there will be some power delivery challenges. In

order to mitigate power supply noise (PSN) for bridge-chip 2.5-D integration, several ap-

proaches are studied.

4.1 PDN modeling framework

Fig. 47 shows the PDN structure of an IC. Unlike most of the prior work [22, 23, 24] that

utilizes a lumped package model, we implement a distributed package-level PDN model to
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Figure 47: The PDN structure hierarchy. From left to right, a lumped model of board-level PDN, a
distributed model of package-level PDN and on-chip PDN are shown, respectively.

reflect the spreading effects of current in the package. This is critical in multi-die packaged

systems in which dice may share the package-level PDN.

4.1.1 Board-, Package- and on-die PDN models

In this model, we do not explicitly model the VRM like most of the PDN work [26, 23, 69,

24, 33, 27]; instead, we assume an ideal VRM that is supplying a stable voltage. We use

a lumped resistor/inductor network to model the board-level current spreading. Moreover,

the equivalent series resistance (ESR) and inductance (ESL) of the board-level decoupling

capacitors are included in the model.

Fig. 48 shows the detailed package-level PDN model of power/ground planes. The

package power/ground planes are modeled as two layers, where the bottom layer is con-

nected to the motherboard using BGAs, and the top layer is connected to on-die PDN using

C4 bumps. Each node in the two layers is connected to six adjacent nodes with a resistor-

inductor pair either due to the package traces or inter-layer vias. It is assumed that the

surface mounted decaps are only connected to the top layer in the designated areas.

Each Rsp and Lsp pair in the distributed model represents the current spreading effects.
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Figure 48: The two-layer package PDN model of power/ground planes

Moreover, each Lmnt, Cmnt and Lmnt pair represents the surface mounted decaps, as shown

in Fig. 48. The values of those parameters can be obtained through device characterizations

or industry data sheets.

On-die PDN consists of several metal layers, where the power/ground wires are parallel

to each other in each layer, but each layer is orthogonal to the layer below/above it (inter-

leaved structure, as shown in the inset of Fig. 49). Prior work has proposed a virtual PDN

mesh design using C4 bump granularity with only one metal layer [22, 23, 24]. However, to

better reflect the nature of the interleaved PDN design as well as the impact of on-die vias,

we model the on-die PDN as a two-layer structure, as shown in Fig. 49. The resistance

of Rtop, Rbottom and Rvia can be extracted from design layout using the process described

below.

For each layer of on-die PDN, the metal wires and vias are usually uniformly dis-

tributed. If the actual layout is non-uniform, we can calculate the effective wire pitch and

via density and re-organize the PDN layout, as shown in Fig. 50.

Next for each layer, we map the fine-granularity PDN layout to coarse mesh grids which
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Figure 50: Re-organization of a non-uniform PDN layout

are in C4 bump granularity. Fig. 51(a) and 51(b) illustrates the mapping procedure. For

each coarse grid containing multiple vias and metal wires, the equivalent parallel resistance

will be calculated and assigned using the equation described in [24], as shown below:

Rx =
Nrows

Nmetal rows

· Rwire

Ncols − 1
(4.1)
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Figure 51: Map fine-grained power PDN layout to coarse meshing grids (a) vias (b) wires.

Rz =
Achip ·Rvia

lx · ly
·Nvia (4.2)

where Rx is the resistance of a horizontal branch in the on-die coarse grids; Rwire is the

resistance of a single wire,Nrows,Ncols, andNmetal rows are number of rows and columns in

the on-die coarse grids, and the total number of metal wires within that layer, respectively.

Ry can be calculated using similar equation. Rz is the equivalent via resistance between

the neighboring nodes in the adjacent PDN layers, Achip is the total chip area, Nvia is the

total number of vias between the adjacent layers and lx and ly is the coarse grid mesh size

in horizontal and vertical directions, respectively .

Lastly, all coarse PDN layers with X-axis metal wires are mapped onto the top layer,

and with Y-axis metal wires are mapped onto the bottom layer, as shown in Fig. 49. Rvia

in Fig. 49 is the sum of the resistances of vias between adjacent metal layers. Likewise,

Rtop and Rbottom are the total parallel resistances between adjacent nodes in all layers with

X-axis and Y-axis wires, respectively.
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4.1.2 PDN model formulation and simulation flow

The supply voltage noise formulation is shown as follows:

 G AL

−AL R

 ·
V (t)

I(t)

 +

C 0

0 L

 ·
V̇ (t)

İ(t)

 =

is(t)
0

 (4.3)

where G is the PDN grid conductance matrix; R and AL represent the coefficients of nodal

voltage V (t) and branch current I(t) in Kirchhoff voltage and current equations, respec-

tively. C and L are the matrices reflecting the capacitive and inductive elements, respec-

tively; is(t) is the source current.

For steady state analysis, the time-varying terms are omitted and the branch current I(t)

can be expressed in the form of V (t). Eq. 4.3 is then derived in the form of Y ·V (t) = is(t),

where matrix Y is positive symmetric definite. Therefore, the above linear equation can be

solved using Choleskey factorization method.

For transient analysis, trapezoid difference scheme can be used to formulate Eq. 4.3, as

shown below:

(
K

∆t
+
U

2
) ·Xn+1 = (

K

∆t
− U

2
) ·Xn +

Is
n+1 + Is

n

2
(4.4)

where

U =

 G AL

−AL R

 K =

C 0

0 L


X =

V
I

 Is =

is
0


(4.5)

To accelerate the simulations, we fix ∆t which would eventually make K
∆t

+ U
2

a constant

coefficient matrix. Therefore, we can pre-factorize this matrix before transient simulations

using LU factorization. In the solving steps, the triangular factors can be used to solve the
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linear equation efficiently.

4.1.3 Comparison with existing PDN models

Various PDN models have been developed to explore IR-drop and switching noise. We

compare our PDN model with existing work using a variety of capabilities including IR-

drop, transient analysis, impedance analysis, modeling of each PDN level, die stacking and

package decap modeling. The comparison is summarized in Table. 7.

Based on the research objectives, the models have different focuses. For thermal and

IR-drop co-simulation models of [28] and [33], only resistive elements need to be con-

sidered, therefore, they implement a detailed distributed package and PCB models. For

the work focusing on the on-die PDN [24, 70, 27] and on-chip voltage regulator design

[71], their models have more detailed on-chip PDN models but very abstracted package

design. However, for the work investigating the impact of decap placement [72], the dis-

tributed package model is implemented. For this work, we leverage the benefits of different

models, and focus on on-die and on-package PDN design.

4.1.4 Steady-state and transient analysis validation

To validate the PDN framework, the IBM power grid benchmarks [73] have been used.

The benchmarks are provided in the HSPICE netlist format. There are eight benchmarks

for steady-state analysis and six benchmarks for transient analysis. For steady-state results,

benchmarks provide the overall noise profile including the noise level at each node. On the

other hand, for transient results, the benchmarks provide the waveforms of 20 randomly

selected nodes throughout the whole circuit. The benchmark size and the number of metal

layers are summarized in the first two columns of Table 8.

We use scripts to extract the layout and RLC information from the provided HSPICE

netlists, and then we map the PDN layout onto the coarse mesh grids at the granularity of

C4 bump pitch. Next, we solve for the supply voltage noise of both states using the above
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Table 7: Comparison of different PDN modeling work

IR-
drop

Transient
analysis

AC
analysis

On-die PDN
Package
PDN

Board
PDN

VRM
model

Multi-
Die Research objective

J. Xie [28] Yes No No
Distributed,
single-layer,
no vias

Distributed Distributed No
2.5-D &
3-D IR-drop with thermal

impact

Y. Shao [33] Yes No No
Distributed,
single-layer,
no vias

Distributed Distributed No
2.5-D &
3-D IR-drop with thermal

impact

C. Pan [72] Yes Yes No
Distributed,
single-layer,
no vias

Distributed Lumped No No Impact of decap
placement

R. Zhang [24] Yes Yes No
Distributed,
multi-layer,
no vias

Lumped Lumped No 3-D PDN design and ar-
chitecture

S. Park [70] Yes Yes Yes
Distributed,
single-layer,
no vias

Lumped Lumped Lumped No Co-design with clock
tree network

X. Zhang [23] Yes Yes Yes Lumped Lumped Lumped No No Impact of PSN on
subthreshold ICs

H. He [27] Yes Yes Yes
Distributed,
single-layer,
no vias

Lumped Lumped Lumped 3-D PDN challenges for
3-D IC

Z. Zeng [71] Yes Yes Yes
Distributed,
multi-layer,
with vias

Lumped Lumped
Circuit
mod-
eling

No On-chip voltage reg-
ulator study

This work Yes Yes Yes
Distributed,
multi-layer,
with vias

Distributed lumped No
2.5-D &
3-D Design exploration

for 2.5-D and 3-D
integration
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mentioned framework. We compare three sets of metrics: current of each C4 bump, IR

drop of each node and transient noise of all the selected nodes.

Table 8: Validation Results

Circuits (# of
Nodes)

Metal
Layers

Bump Current
Error (%)

Max IR-Drop
Error (%)

Transient
Error (%VDD)

Ibm1
(31 K)

2 21.75 20.29 1.84

Ibm2
(127 K)

4 7.14 11.11 0.67

Ibm3
(852 K)

5 3.59 2.21 0.54

Ibm4
(954 K)

6 7.60 0.71 0.12

Ibm5
(1.08 M)

3 6.12 3.03 0.22

Ibm6
(1.67 M)

3 7.29 1.23 0.22

Ibm7
(1.46 M)

6 5.34 5.71 N/A

Ibm8
(1.46 M)

6 5.34 5.71 N/A

Steady state results

The steady-state validation results are summarized in the third and fourth columns of Table

8. Except for the small benchmark cases IBM1 and IBM2, which have highly non-uniform

PDN structure, all cases obtain a maximum relative error of less than 7.60% and 5.71%

in bump current and IR-drop, respectively. The noise profiles are also compared and the

results are well matched. Fig. 52 shows an example of the noise profile comparison of

IBM3 as this benchmark has the largest noise gradient. The model accurately captures

the distribution of the noise. Fig. 53 shows the bump current comparison of IBM3, in

which we sort the current of each bump in an ascending order, and plot both IBM provided

and our modeling results [24]. Likewise, although the current value spans a wide scale

(approximately 5X), the bump current is very well matched.
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Figure 52: The noise profile of IBM3 (a) Provided results by IBM PG benchmarks (b) modeling
results.
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Figure 53: Bump current comparison of IBM3.

Transient state results

Transient validation results are summarized in the last column of Table 8. We normalize

the error to supply voltage because some of the benchmark noise values at some time point

are small and thus, the relative error can be high. For transient state analysis, except for

IBM1, the maximum error for all the cases is less than 0.67% VDD. Due to the fact that

the package inductance contributes most of the switching noise, transient state results are
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relatively more accurate. Fig. 54 shows the node in IBM2 with the maximum error. Even

for this case, the peak noise and waveform are well captured.
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Figure 54: The transient noise the node in IBM2 with maximum error.

4.2 PDN challenges of 2.5-D integration

The trends of lower supply voltage, higher current demand and increased power density are

making power delivery in high-performance digital systems an increasingly difficult chal-

lenge [22]. Due to the resonances generated from the interactions of the board-, package-,

and die-level parasitics, it is difficult to ensure power integrity over a wide frequency range.

Moreover, to address the bandwidth and performance limitation of conventional single-die

package [74], there is an increasing interest in placing multiple dice into a single package

using three-dimensional (3-D) and 2.5-dimensional (2.5-D) integration technologies [9, 10,

17], which exacerbates the power delivery challenges.

Power delivery network (PDN) and power supply noise (PSN) in traditional single-chip

[23, 24, 25] and 3-D [26, 27, 28] have been extensively studied in the literature. However,

2.5-D integrated electronics have not been investigated as thoroughly. Specifically, 2.5-D

integrated electronics have several unique attributes that require consideration. For exam-
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Figure 55: Three different 2.5-D integration platforms (a) interposer (b) bridge-chip (c) HIST

ple, in a silicon interposer based 2.5-D integration as shown in Fig. 55(a) [6, 69], the use of

power/ground TSVs increases PDN parasitics. Likewise, for embedded multi-die intercon-

nect bridge (EMIB) as shown in Fig. 55(b) [9] and heterogeneous interconnect stitching

technology (HIST) as shown in Fig. 55(c))[10], signal interconnections and driver circuits

are placed, generally, on the edges of the dice and above the bridge-chips, which may

lead to a reduction in the power/ground C4 bumps that have access to the package-level

power/ground planes. This reduction can lead to increased PSN. Prior work has studied

the PDN of interposer-based 2.5-D integration [75, 76], however, there are no PDN mod-

eling efforts focused on bridge-chip based 2.5-D integration. Moreover, there is a need for

PDN benchmarking of all these 2.5-D approaches and comparing them with conventional

single-die package.

Therefore, in this Chapter, the PDN of 2.5-D integrated electronics (interposer and

bridge-chip based interconnections) is evaluated to explore the challenges and opportunities

of 2.5-D integrated electronics. Moreover, we explored the impact of several technology

parameters such as metal layers, TSVs and bridge chip size to explore the design space of

72



2.5-D integration. Last, to mitigate PSN in the bridge-chip based assemblies, we propose

to insert through bridge-chip vias to mitigate PSN.

4.3 PDN evaluation and benchmarking of 2.5-D integration

4.3.1 Study cases

Fig. 55 shows three 2.5-D integration technologies with different approaches for chip-to-

chip interconnection. The first approach utilizes a silicon interposer technology. The sec-

ond approach is an interconnect-bridge technology described in [9] and utilizes embedded

silicon chips within the package to route the chip-to-chip interconnects. The last approach

is based on placing a ‘stitch’ chip above the package substrate between the active dice [10].

All three 2.5-D integration technologies impact the PDN and are compared to a single-

die package. First, the PDN of interposer-based 2.5-D integration contains TSVs resulting

in larger parasitics. Second, for the interconnect-bridge and HIST approaches, since it is

unlikely to have vias penetrating the bridge-chip, it is difficult to have power/ground C4

bumps directly interconnected to the package-level power/ground planes in regions of the

active dice that overlap with the bridge-chips. As a consequence, the PSN in those regions

will be impacted. In this study, we will make the above worst-case assumption for the

interconnect-bridge and HIST approaches.

When the silicon die containing the bridge interconnects is embedded within the pack-

age, the package-level wiring and routing through these respective regions will be impacted.

Despite this effect, our simulation results do not show significant differences between the

approaches shown in Fig. 55(b) and 55(c), and thus, we will refer to their results as ‘bridge-

chip’ for the rest of the Chapter. Moreover, as a reference to the best achievable results for

2.5-D integration, we also perform simulations for each die in a single-die package, which

we will refer to as ‘single-die’ case. In summary, we will present the results of interposer,

bridge-chip, and single-die cases in our study.

73



4.3.2 PDN design parameters and specification

(a) (b)

Figure 56: The current density of each die. (a) die #1 (b) die #2

Our framework can model any heterogeneously integrated system, such as processor-

memory and processor-accelerator. In this study, we emulate a processor-FPGA 2.5-D

integrated package. Die #1 emulates a FPGA die and is assumed to have a total current

of 49.78 A [1, 66]. The emulated FPGA layout is based on Altera Stratix 10 FPGAs [65].

Die #2 emulates a processor with a total current of 82.77 A [51]. The current density maps

are shown in Fig. 56. The supply voltage is assumed to be 0.9 V.

Die #2

Power C4 bump Ground C4 bump
Bridge-chip

Overlap area

Die #1

Figure 57: Illustration of bridge chip placement: an example with a single bridge chip.

Both dice are assumed to be 1 cm × 1 cm, and the package is assumed to be 2.45 cm
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Table 9: Parameters for PDN model

Parameter value
On-die metal resistivity (Ω ·m) 1.8e-8

On-die global wire Pitch/Width/Thickness (µm) 39.5/17.5/7
On-die intermediate wire P/W/T (nm) 560/280/506

On-die local wire P/W/T (nm) 160/80/144
on-die decap density (nF/mm2) 335
C4 bump pitch/R/L (µm/mΩ/pH) 200/14.3/11.0

Package effective decap R/L/C ((mΩ/pH/µF) 541.5/220.7/52
Package resistivity/inductance (mΩ/mm/pH/mm) 1.2/24

BGA pitch/R/L (µm/mΩ/pH) 500/38/46
TSV R/L (mΩ/pH) 54.2/77.78
PCB R/L (µΩ/pH) 166/21

PCB Decap R/L/C ((µΩ/nH/µF) 166/19.54/240

× 1.8 cm. The two dice are placed side-by-side with a die spacing of 0.5 mm. The C4

bumps are assumed to be uniformly distributed with P/G/P pattern, as shown in Fig. 57.

The bridge chip has a total area of 1.5 mm × 6 mm and the overlap area with each die is

assumed to be 0.5 mm × 6 mm (I/O area), as shown in the shaded area of Fig. 57.

Table 9 summarizes the parameters used in the PDN simulations. Since the FPGA

and processor dice may have different supply voltages, they are assumed to have separate

power delivery domains in each package layer and the PDN area in the package is equally

assigned for simplification.

4.3.3 Comparison of different 2.5-D integration

IR Drop

IR-drop analysis results are summarized in Fig. 58. For the interposer case, the utilization

of TSVs leads to larger noise; the IR-drop is approximately 30.0% (Die #1) and 27.5%

(Die #2) larger than the single-chip case.

For the bridge-chip case, compared to the single-die case, the additional noise is mainly

due to the absence of C4 bumps that interconnect to the package power/ground planes in

the overlapping regions with the bridge chips. The IR-drop is approximately 54.4% (Die
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(a)

(b)

IR drop 
(mV)

Bridge-chip(c)

Die #1: 40.28 mV Die #2: 68.84 mV

Die #1: 51.60 mV Die #2: 88.27 mV

Die #1: 62.20 mV Die #2: 74.2 mV

Figure 58: The IR drop profile of each die for (a) Single die (b) interposer (c) single bridge-chip
with a overlap area of 0.5 × 6mm.

#1) and 7.8% (Die #2) larger than the single-chip case. Therefore, the overlap area between

the bridge-chip and the active dice (I/O area) has an important impact on the PSN. Most of

the IR drop occurs in the overlap region because of the absence of C4 bumps.

One potential solution to this problem is to break the bridge chip into multiple dice

with an aggregated area equating to the original bridge size. With multiple bridge chips,

the equivalent power delivery distance from the bumps to the center of the overlap area

becomes shorter than the single bridge-chip case and therefore, the IR-drop is expected to

be smaller. The bump pattern of a five bridge-chip case is illustrated in Fig. 59.
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Die #2

Power C4 bump Ground C4 bump
Bridge-chip

Overlap area

Die #1

Figure 59: Illustration of bridge chip placement: an example of 5 bridge chips.
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Figure 60: IR-drop analysis results using 5 bridge chips.

To investigate the above effect, we consider multiple bridge chips: from a single large

bridge chip to five bridge chips with the same aggregate area. The results are shown in

Fig. 60. If we use five bridge-chips, instead of a single large bridge-chip, Die #2 has a

nominal IR-drop increase while Die #1 only has a 17.5% IR-drop increase. Compared

to the silicon interposer case, the bridge-chip configuration can achieve a smaller IR-drop
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Bridge-chip

IR drop (mV)

Die #1: 46.65 mV Die #2: 68.84 mV

Figure 61: The IR drop profile of each die for the case with 5 bridge chips.

using multiple bridge-chips.

However, there is a tradeoff between manufacturing complexity and power delivery

noise mitigation when using multiple bridge chips. For example, as bridge-chip count

increases, there is a need for larger number of assembly steps. Therefore, to reduce the

manufacturing complexity, we prefer less number of bridge chips. On the other hand, we

prefer more bridge chips for smaller PSN. However from Fig. 60, we find that the rate of

PSN reduction of both dice almost saturates when the bridge-chip count is five and beyond

which indicates there is a diminishing return on PSN as bridge-chip count increases.

Fig. 61 shows the IR-drop noise profile for the case using 5 bridge chips. For the single

bridge-chip case, there are two noise hotspots at the edges of the two dice due to insufficient

number of C4 power/groups bumps, as shown in Fig. 58(c). However, there are no clear

hotspots on the edges if we utilize, for example, five bridge-chips, as shown in Fig. 61.

Transient Droop

For transient analysis, the supply noise results from the switching current. Fig. 62(a)

shows the impedance analysis results of an on die node. The chip operating frequency (>

1 GHz) is higher than the resonant frequency (about 150 MHz), therefore we only consider

two waveforms with different frequencies (1 GHz and 4 GHz). The two waveforms are

78



10
5

10
6

10
7

10
8

10
9

10
10

0

1

2

3

4

5

6

7

8

Frequency(Hz)

Im
pe

da
nc

e(
m

Ω
)

(a)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

Time(ns)

A
ct

iv
ity

(b)

0 0.5 1
0

0.2

0.4

0.6

0.8

1

Time(ns)

A
ct

iv
ity

(c)

Figure 62: (a) Impedance analysis of one on-die PDN node and illustration of the switching current
activity (b) waveform #1 1 GHz frequency (c) waveform #2, 4 GHz frequency

illustrated in Fig. 62(b) and 62(c). Waveform #1 has a rise time, pulse time, fall time

and period of 400 ps, 200 ps, 400 ps, and 1000 ps, respectively and waveform #2 is four-

time the frequency of waveform #1, as shown in Fig. 62(c). For the bridge-chip case, five

bridge-chips are utilized.

The results are summarized in Table. 10. Compared to the single-die case, the inter-

poser case provides the worst PSN due to the inductance of TSVs. However, the difference

between the evaluated cases is not as significant as was in the IR-drop analysis since the
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Figure 63: Transient analysis results of waveform #1 (a) Die #1 (b) Die #2 and waveform #2 (c) Die
#1 (d) Die #2

Table 10: Transient state analysis results

Unit: mV Waveform #1 Waveform #2
Die #1 Die #2 Die #1 Die #2

Single-die 102.33 159.85 91.11 145.28
Interposer 108.77 172.32 97.83 153.86

Bridge-chip 107.50 159.85 95.91 145.28

inductive parasitics are dominated by the package inductance.

For the bridge-chip case, since there is no hotspot at the edge of Die #2, as shown in Fig.

58(b), the switching noise is the same as in the single-die case. But for Die #1, there are

hotspots at the edge (based on our assumed power maps), thus the switching noise is higher

than in the single-die case. Nevertheless, the bridge-chip case produces better results than

the interposer case. The transient waveforms of the worst node in single-die, interposer
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and bridge-chip cases are shown in Fig. 63. The frequency of waveform #1 (1 GHz) is

much closer to resonant frequency than that of waveform #2 (4 GHz), therefore, waveform

#1 produces a much larger on-die noise swing. Except for that, their mid-frequency and

low-frequency responses are similar, which make Fig. 63(a) and 63(c) as well as Fig. 63(b)

and 63(d) have similar steady state values.

4.4 Design space exploration of 2.5-D integration

In this Section, we explore the impact of technology parameters such as total current, metal

layers, TSV parameters, and overlap area. In addition, we propose to insert power/groud

vias into the bridge-chip to mitigate PSN. Through these analyses, the challenges of bridge-

chip based 2.5-D integration are better understood.

If not specified, the parameters are the same as those used in Section 4.3. However,

for power maps, we assume uniform power distribution to eliminate the impact of on-die

power variation. In our study, we focus on one of the two dice and fix the parameters of

the other die the same for all the studies. The default total current for Die #1 and Die #2 is

100 A and 50 A, respectively.

4.4.1 Impact of total current requirement

We sweep the total current of Die #1 from 10 A to 100 A and plot the results for single-

chip, interposer, single bridge-chip and 5 bridge-chip cases, as shown in Fig. 64. The

results show a linear relationship between IR-drop noise and total current. Therefore for

high-power systems, using more bridge chips is critical to reduce IR-drop. Under a total

current of 100 A, the IR-drop for using 5 bridge chips is approximately 20.9% lower than

using a single bridge chip.
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Figure 64: The impact of total current.
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Figure 65: The impact of adding metal layers

4.4.2 Impact of on-die metal layers

On-die Metal layers help laterally spread the current from C4 bumps to functional blocks

and therefore play an important role in power delivery. With more global metal layers, the

noise is expected to drop. We explore the impact and consider adding 4 metal layers at

most to the default configuration, as shown in Fig. 65. In this experiment, we assume a

worst case where Die #1 has a uniform total current of 100 A.

From Fig. 65, we observe that adding on-die metal layers will make a large difference
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to bridge-chip based integration because the overlap area lacks C4 bumps and the current

has to be laterally spread through the on-die PDN. With a more conductive on-die PDN,

the current spreading is enhanced. With one additional metal layer added, the IR-drop of

the single bridge chip and 5 bridge chips cases reduces by 7.7% and 3.5%, respectively,

and will further reduce by 17.3% and 10.5% if four metal layers are added. Similar trend is

found for single die and interposer cases, but since the current already has good spreading,

the benefits of adding metal layers is not significant.

From a technology point of view, while it is possible to mitigate PSN through adding

metal layers, there are cost, manufacturing and performance tradeoffs.

4.4.3 Impact of TSV and overlap area

For interposer and bridge-chip 2.5-D integration, the key parameter is TSV and overlap

area, respectively. To investigate their impact, we assume the TSV has a fixed aspect ratio

of 15 and sweep the interposer thickness from 30 µm to 300 µm, which results in a TSV

diameter of 2 µm to 20 µm. On the other hand, for bridge-chip case, we sweep the overlap

area from 0.5 mm × 6 mm to 2 mm × 6 mm (width of overlap area changes from

0.5 mm to 2 mm).

The results are shown in Fig. 66. In order to clearly compare interposer and bridge-chip

2.5-D integration, we plot the results of both cases using the same Y-axis. For interposer

2.5-D, as TSV diameter reduces, TSV resistance increases which presents challenges to

power delivery. The IR-drop noise of the case using 2 µm diameter TSVs is two times the

noise of the case with 20 µm diameter TSVs. For bridge-chip case, as the overlap area

increases, the IR-drop inevitably increases since the center of overlap area becomes further

to the nearest C4 bumps. However, with multiple bridge chips, IR-drop is less sensitive to

the overlap area than the single bridge-chip case and it only incurs an IR-drop increase of

14.0% when the overlap area changes by four times.
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Figure 66: The impact of TSV and overlap area
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Figure 67: The impact of inserting vias in the bridge-chip

84



4.4.4 Inserting vias in bridge-chip

Similar to interposer 2.5-D, vias can also be inserted through the bridge chip. With the help

of these vias, the power delivery path in the overlap areas is shortened.

Similar to the previous section, we assume that the through bridge-chip vias (TBVs)

have a diameter from 2 µm to 20 µm. The simulation results of single bridge-chip and 5

bridge-chip cases are shown in Fig. 67. To show the worst and best bounds of PSN, we

include the results of 5 bridge chip without vias and the single-die case. With these vias, no

matter whether a single or multiple bridge chips are used, the IR-drop can be reduced to the

level of a single-die case with appropriate via dimensions. If we use a large via diameter of

20 µm, the IR-drop is only 2.2% and 3.8% larger than the single-die case.

4.5 Conclusion

This chapter presents a PDN modeling framework focusing on on-die and on-package

PDN, which is used for design space exploration of 2.5-D and 3-D integration platforms.

The model is then validated against IBM power grid benchmarks, with a maximum relative

error of less than 7.29% and 0.67% of VDD for IR-drop and transient analysis, respec-

tively. Interposer and bridge-chip 2.5-D integration technologies are benchmarked and

compared. Interposer based 2.5-D integration generally exhibits larger IR-drop and tran-

sient droop than bridge-chip based 2.5-D integration due to TSV parasitics. While bridge-

chip based interconnection platforms present PDN challenges, especially to the active die

regions that overlap with the bridge-chip, results suggest minimizing this overlap region

and using multiple bridge chips instead of a single large bridge helps to mitigate PSN.

Additionally, adding more metal layers is also useful to reduce PSN, one additional metal

layer may achieve 7.7% PSN reduction. Lastly, we propose to insert through bridge chip

vias to address PSN issue in bridge-chip 2.5-D, and the results show the IR-drop is only

2.2% larger than single-die case when using a 20 µm via.
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CHAPTER 5

INTEGRATED THERMAL AND POWER DELIVERY NETWORK

CO-SIMULATION FRAMEWORK

This chapter presents a thermal and power delivery network (PDN) co-simulation frame-

work for single-die and emerging multi-die configurations that incorporates the interactions

between temperature, supply voltage, and power dissipation. The temperature dependen-

cies of wire resistivity and leakage power are considered and the supply voltage depen-

dencies of power dissipation are modeled. Starting with a reference power dissipation, the

framework is capable of evaluating the temperature distribution and PDN noise simulta-

neously and eventually updating the power dissipation based on the thermal and supply

voltage distributions.

5.1 Introduction of thermal and PDN co-simulation

Fig. 68 shows the dependencies between power dissipation, temperature and PDN noise.

The temperature impacts the leakage power and the power grid resistivity. Power dissipa-

tion determines the source current of the chip and is also the excitation of the PDN noise.

Reversely, the power supply voltage impacts both leakage and dynamic power. Without

considering the interactions between each of the components in Fig. 68, the results of the

standalone models are inaccurate. For example, Su et. al noted that the leakage power was

underestimated by as much as 30% without including the impact of temperature and power

supply voltage [30]. Hence, it is essential to build a thermal and PDN noise co-simulation

framework to answer ‘what-if’ type questions for design space exploration for 2.5-D and

3-D ICs in early design stages.

Prior work focused on either developing the individual thermal [77] or PDN models

[24, 78] or studying parts of the interactions [34, 79, 80, 81, 79] shown in Fig. 68. There
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Figure 68: The interactions between temperature distribution, PDN noise and power dissipation

are no co-simulation frameworks capable of performing steady- and transient- state analy-

sis on thermal and PDN noise while incorporating the impact of their variation on power

dissipation. Xie et. al only studied the interactions between thermal and IR-drop and did

not consider the interactions with power dissipation [37]. Although Su et. al investigated

the temperature and supply voltage dependencies of power dissipation, the thermal impact

on wire resistivity and the transient-state analysis were not included [30].

We propose a framework to simultaneously study the temperature, PDN noise, power

dissipation and the interactions between them for both steady- and transient-state analysis.

The thermal model is based on finite volume method, the PDN model is based on finite

difference method and the interaction models are based on the thermal and supply voltage

dependencies of power dissipation and the thermal dependencies of wire resistivity. The

initial reference power is an input from McPat [57] and by using our thermal-power and

PDN-power models, we update the power dissipation until the iterations are converged.

There are two loops in the framework where the outer loop iterates the thermal-power

models and the inner loop iterates the PDN-power models.
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5.2 Simulation flow of integrated thermal and PDN modeling framework

A simulation framework for steady-state and transient-state analysis is presented in this

section. We assume an architectural tool has already provided the reference power of the

chip under uniform temperature and an ideal power supply voltage through the initial power

simulations. Since our focus is the impact of supply voltage and temperature, we assume

other parameters such as clock frequency remain constant. In the following iterations, the

power dissipation is updated by the power models instead of calling the power simulator

every iteration. Using the initial power, we start the simulation flow and perform the ther-

mal and power supply noise simulations. At the end of the simulations, the three metrics

become consistent with each other within our interaction models. The simulator is imple-

mented using MATLAB because dense matrix operations and calculations are required in

the flow.

5.2.1 Steady-state analysis

For steady-state analysis, firstly, the reference power is used to obtain the temperature

distribution. With the thermal results, the PDN grid resistance within the chip is updated.

The supply voltage profile is then simulated using the updated PDN grid resistance and

source current distribution. Next, the leakage and dynamic powers are updated based on

the thermal and supply voltage values. For this step, the power and supply voltage form a

loop and the Newton method is used to accelerate the convergence rate. After this loop is

complete, the thermal profile is updated and checked for whether the convergence has been

reached. If not, the simulation restarts. The simulator finally returns the thermal profile,

PDN noise distribution and the updated reference power results of the system. Fig. 69

shows the whole simulation flow. Because the thermal conductivity of common materials

such as copper, silicon, silicon dioxide etc, is usually constant in the typical temperature

range of IC operation, the thermal impact on their material properties is neglected.
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Figure 69: Steady-state simulation flow.

5.2.2 Transient-state analysis

The thermal response time of a typical single or multi-die package with either conventional

air cooled heat sink (ACHS) or microfluidic heat sink (MFHS) is much larger than the re-

sponse time of the PDN. The thermal response time is at least in the milliseconds range [77]

and the response time of PDN is within the circuit switching frequency (in the nanoseconds

or microseconds range). Therefore, in the PDN simulation time scale (up to microseconds

[26], the thermal profile remains constant. The validation is discussed in Section 3.3.

Based on the above discussion, a one-time steady-state or transient thermal simulation

is initially performed to obtain a temperature profile as an input. For this step, one option is

to perform a steady-state simulation using a user-defined reference power representing the
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average power or another option is to perform cycle-granularity transient thermal simula-

tion from the very beginning to obtain the final thermal profile. Next, we start the transient

simulation of the PDN using the thermal inputs. In each time step, similar power-PDN

solving iterations are performed as in the steady-state analysis. Here, we assume leakage

and dynamic powers (currents) are changing instantaneously as supply voltage changes

[82]. When the loop of the current time step is converged, the simulation of the next time

step is started until the end of the trace. The simulator finally returns the transient PDN

noise distribution and updated power results. The transient analysis flow is shown in Fig.

70.
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5.2.3 Framework algorithm

The pseudo code for the steady-state analysis is shown in Algorithm 1. Transient-state

analysis is similar but includes the thermal capacitive and electrical capacitive/inductive

elements, therefore we do not show it here. Because the Newton method is used when

solving the PDN-power loop, the power update model needs to calculate the partial deriva-

tives over supply voltage (lines 11 to 15). The thermal loop (lines 20 to 28) performs fixed

point iterations and for the PDN-power loop (line 22 to 25), the Newton method is used.

5.3 Modeling methodologies and implementation

In this section, the thermal, PDN and power update models are presented. The formulation

of the interactions between each component is described. The explicit interactions con-

sidered are: temperature-wire resistivity, temperature & supply voltage-leakage power and

supply voltage-dynamic power.

5.3.1 Thermal model and formulation

The thermal model has three inputs: the first is the geometry information of the single-

chip, 2.5-D module or 3-D stack, the second is the material property of each layer, and

the third is the reference power information. The power granularity can be block-level or

transistor-level. The formulation of the thermal model is shown below:

−G · Tn+1 + C · Tn+1 − Tn
δt

= Pn+1(T ) +H · Tamb (5.1)

where Tn+1 and Tn are the temperatures of the current (to be solved) and the previous

(known) time steps, respectively. G is the thermal conductance matrix, C is the heat capac-

ity matrix and P (T ) is the power excitation of which the leakage component is temperature

dependent. H is a diagonal matrix which represents the convective boundary condition, and

Tamb is the ambient temperature. The temperature time difference term is only applicable
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Algorithm 1 Steady state simulation
1: function INITIALIZATION . parse input tables
2: Gelec ← electrical conductance matrix
3: Gther ← thermal conductance matrix
4: Ileak ← reference leakage current
5: Idyna ← reference dynamic current
6: Vnode ← Vref . reference voltage
7: Tnode ← Tref . i.e. ambient temperature
8: Ptot ← (Ileak + Idyna) · Vnode
9: end function

10:
11: function PDN SOLVER(G, I, V ) . solve −G · V = I
12: Gnew = G+ ∂Itot/∂V . Newton method
13: δI ← G · V + I
14: output← V + δI/Gnew

15: end function
16:
17: procedure STEADY STATE

18: Initialization()
19: V, T ← Vnode, Therm solver(Gther, Ptot)
20: while |Tnode − T | > ε · T do
21: Gelec new ← Resistivity Update(T,Gelec)
22: while |Gelec new · V + Itot| > ε do
23: Itot ← Current Update(V, T, Ileak, Idyna)
24: V ← PDN solver(Gelec new, Itot, V )
25: end while
26: Tnode ← T
27: T ← Therm solver(Gther, Ptot)
28: end while
29: Ptot ← Itot · V
30: output← T, V, Ptot
31: end procedure
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for the transient analysis and is not applicable for the steady-state analysis.

Figure 71: Validation of stable temperature assumption in microsecond scale.

As previously stated in Section 5.2.2, due to the large response time, the temperature

profile remains constant in the time scale of microseconds even though the power experi-

ences a sharp change. We simulated a test case consisting of a 3-D stack as shown later in

Fig. 74 (Section 5.4) to validate this. The thermal specifications can be found in Section

5.4. Fig. 71 shows there is a nominal change (less than 0.1%) in the maximum temperature

of the processor and memory dice when the processor power changes dramatically (mem-

ory power remains the same). The thermal profile of the chip is also checked, and it does

not undergo any change.

5.3.2 PDN model and formulation

The block diagram of the PDN network is shown in Fig. 72. Here, the distributed power/ground

(P/G) resistance network is abstracted for visualization. The detailed structure of the

VDD/GND rail is a distributed wire network. Since our study focuses on the on-chip

PDN modeling, we use a simplified package model where each P/G port is connected to a

lumped resistor and inductor pair. The trapezoid scheme is used to formulate the transient
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Figure 72: Block diagram of the PDN structure. The distributed power/ground rail is abstracted for
visualization.

finite difference equation [25]. The formulation is shown as follows:

(
K

∆t
+
U

2
) ·Xn+1 = (

K

∆t
− U

2
) ·Xn +

Is
n+1 + Is

n

2
(5.2)

where

U =

G(T ) AL

−AL R(T )

 K =

C 0

0 L


X =

V
I

 Is =

is(V, T )

0


(5.3)

where G(T ) and R(T ) are the PDN grid conductance matrix and the PDN grid port resis-

tance matrix (both are temperature dependent), respectively. C AND L are the matrices

reflecting the capacitive and inductive elements, respectively. is(V, T ) is the source current

which is dependent on temperature (due to leakage portion) and supply voltage (due to both

leakage and dynamic portions). The temperature dependent PDN grid resistivity (G andR)

is described below:

ρ = ρ0(1 + α(T − T0)) (5.4)

where ρ0 is the resistivity under reference temperature T0 and α is the temperature coeffi-

cient of resistivity.
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5.3.3 Power update models

In this work, we do not aim to develop a detailed power analysis model such as McPat

[57] but instead pursue a power update model based on distributed temperature and supply

voltage. Therefore, we focus on the impact of supply voltage and temperature, while other

parameters such as clock frequency are assumed to be constant. We begin with the power

results from McPat and by considering the supply voltage and thermal variation through

the whole chip, we update the value of power dissipation.

It is assumed that the power of each functional block consists of leakage and dynamic

powers. In the PDN model, the power is converted to source current, as shown in Fig. 72.

Prior work assumed that the source current (I) can be calculated by I = P/Vdd, where P

is power dissipation and Vdd is the value of ideal supply voltage [24]. This simple method

does not consider the power dependency of supply voltage and temperature. Instead, mod-

eling the source current as two resistors (the dashed inlet box in Fig. 72) of which values

are a function of supply voltage and temperature will capture the dependencies [23].

Leakage power

The relationship between reference leakage power Pleak ref and leakage current source

Ileak ref , is expressed as follows:

Pleak ref = Ileak ref · Vdd (5.5)

where Vdd is the ideal supply voltage of each power grid. Based on the fitting method [30],

the actual leakage current of a node, Ileak act, can be generalized as:

Ileak act = Ileak ref · f(V, T ) (5.6)
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where f(V, T ) is the fitted function of supply voltage and temperature of the node in the

chip. In this work, we propose to use a 2-D piecewise linear model for f(V, T ). The

first advantage of a 2-D piecewise linear model is to cover a wide range of voltage and

temperature values ( [30] only covers a small range around the reference point). Second, the

partial derivative of leakage current over temperature and voltage can be easily calculated

so that the Newton method can be implemented to accelerate the whole simulation. For a

target circuit, the voltage-temperature plane is uniformly meshed based on the number of

sampling points. Next, for each sampling point, i.e. (Vi, Ti), we run HSPICE simulations

and collect the data. The leakage of an arbitrary point (V, T ) can then be calculated using

f(V, T ) as shown below:

Vi ≤ V ≤ Vi+1; Ti ≤ T ≤ Ti+1 (5.7)

ξ =
V − Vi
Vi+1 − Vi

; η =
T − Ti
Ti+1 − Ti

; (5.8)

wt =



ξ ∗ η

(1− ξ) ∗ η

(1− η) ∗ ξ

(1− ξ) ∗ (1− η)


Inode =



Ileak(Vi, Ti)

Ileak(Vi+1, Ti)

Ileak(Vi, Ti+1)

Ileak(Vi+1, Ti+1)


(5.9)

f(V, T ) =
wtT · Inode
Ileak ref

(5.10)

Although it is difficult to use just one circuit and apply the characterization results to

other circuits, the fitted f(V, T ) of an inverter array is quite accurate to use based on the

results of [23, 83]. In this work, we use 50 stage inverter pairs (for each inverter pair, the

input of the first inverter is connected to Vdd and the input of the second is connected to

ground, and the output of both inverters is floated). PTM-MG 20nm (HP) model [84] is
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used for HSPICE simulation and the parameter range for supply voltage and temperature

are (0.7V ∼ 1.0V ) and (25◦C ∼ 110◦C), respectively, the reference voltage is 0.9V , and

the reference temperature is 100◦C, a pessimistic temperature as most of the IC design

tools assume.
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Figure 73: The 2-D piecewise linear model (a) response surface with 8 sampling points (b) the
maximum error of models with different number of sampling points.

Fig. 73(a) shows the surface response of the model with 8 sampling points. We generate

1600 random data points in the (V, T ) plane for validation. Fig. 73(b) shows that the model

accuracy increases as the number of sampling points increases and the error drops below

5% when the number of sampling points is larger than 13.

Dynamic power

The reference dynamic power Pdyna ref is expressed below:

Pdyna ref = α · C · f · Vdd2 ∝ Vdd
2 (5.11)

Where α is the activity factor, f is the frequency and C is the total capacitance.The power

grid actually gets a supply voltage of Vdd act instead of Vdd when calculating reference
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power, thus the dynamic power becomes:

Pdyna act = Pdyna ref ·
Vdd act

2

Vdd
2 (5.12)

By converting the dynamic power to a current source, we have the dynamic current update

model [30] [23] :

Idyna act = Pdyna ref ·
Vdd act

Vdd
2 (5.13)

5.4 Comparison of models with different number of dependencies included

In this section, we use a 3-D processor-on-memory stack as an example to demonstrate the

capability and accuracy of the modeling work.

5.4.1 Thermal and PDN specification

Processor

Interposer

Memory

Figure 74: The 3D-IC example: processor on memory sack.

The stack we evaluate is shown in Fig. 74. The processor is placed on top of the mem-

ory for thermal considerations. The thickness of each layer and thermal conductivity of

each material are shown in Table 11. The reference power maps of the memory and pro-

cessor dice are shown in Fig. 75(a) and (b) [51]. The reference temperature is 100 ◦C, and

the supply voltage is 0.9 V for 22 nm multi-gate ICs [84]. Based on the simulations from
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Table 11: Parameters for thermal model

Conductivity Thickness
W/mK µm

TIM 3 25
Memory die 149 100

Underfill layer 0.9 25
Processor die 149 100
Micro-bump 60 25
Interposer 149 200

Copper 400 N/A
SiO2 1.38 N/A
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Figure 75: Reference power maps (a) Memory die (2.82W) (b) Processor die (74.49W).

McPat [57], under the reference temperature, 20% of the total power is leakage. The chip

size is assumed to be 1 cm × 1 cm and the interposer size is assumed to be 2 cm × 1.5 cm.

The heat spreader is assumed to be 4.5 cm × 3.5 cm and the air cooled heat sink is con-

verted to a boundary condition of 0.24 W/K [56]. All the other faces are adiabatic. The

ambient temperature is assumed to be 38 ◦C.

The parameters for the PDN model are shown in Table 12. In this paper, we focus on

the global on-die PDN and it is assumed to consist of the top two metal layers. Each metal

layer is assumed to be 5 µm thick. Fig 76 shows the detailed geometry and configuration

of the interleaved global PDN [26]. Besides P/G TSVs, we assume there are 10, 000 signal

TSVs with 5 µm diameter and 0.5 µm thick liner. The TSVs are assumed to be uniformly

distributed because of the high-power processor. The reference source current is calculated
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Table 12: Parameters for PDN model

value
P/G TSV diameter 5 µm

on-die decap % 10% of the area
# of P/G TSV 676/625

Package inductance 0.1 nH
Package resistance 0.0107 Ω
P/G wire thickness 5 µm

P/G wire width 3.33 µm
P/G wire pitch 30 µ m

(a) 

(b)

(c) 

Power pad

Ground pad

Figure 76: On-die PDN structure (a) Power/ground pads with wires (b) Interleaved structure of
power/ground wires. (c) Dense PDN wires between power/ground pads

using Eq. 5.6 and 5.13. For the transient PDN analysis, we consider a worst case scenario

where both dice switch from full sleep mode to peak power dissipation (power map shown

in Fig. 75) in a rise time of 100 ps and remain in peak power mode for 50 ns. Based on

Section 5.3, when performing transient simulation, the thermal maps do not change over

the time scale of the PDN analysis. For this case, we assume both dice have been in the

peak power state long enough that the thermal profiles with maximum temperatures are

reached.
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Table 13: Simulation Model

Model Description Arrows included in Fig. 68

standalone
Power results from McPat, individ-
ual thermal and PDN simulation 1 4

PDN-power
Interactions between power dissipa-
tion and PDN are added to stan-
dalone models

1 4 5 6

PDN-therm
Thermal impact on wire resistivity is
added to PDN-power case 1 3 4 5 6

PDN-therm-leak

Impact of PDN and thermal on leak-
age power and the thermal impact
on wire resistivity are added to stan-
dalone models

1 2 3 4 6

partial-therm
Interactions between temperature
and leakage power are added to
PDN-power case

1 2 4 5 6

full-model
Thermal impact on wire resistivity is
added to partial-thermal case 1 2 3 4 5 6

5.4.2 Modeling Scenarios with different number of dependencies

In this section, we compare a number of models to establish the benefits of the proposed

work. The first model (denoted as standalone model) provides fixed input power maps for

the thermal and PDN models. Standalone thermal and PDN analysis are performed (con-

stant reference temperature is used throughout the chip for PDN analysis). In the second

model, we consider the interactions between power dissipation and PDN only (PDN-power

model). The thermal effects of power dissipation and PDN wires are not included (same

as in the standalone model) but in this case, the final updated power distribution is used to

perform thermal analysis.

In the third model, we add the thermal impact on PDN wires to the PDN-power case

(denoted as PDN-therm model) [28]. In the fourth model, we consider the thermal impact

on both wire resistivity and leakage power but the interactions between PDN and power

dissipation are not included (PDN-therm-leak model) [34].

In the fifth model, we add the interactions between thermal and leakage power to
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PDN-power model but the thermal impact on grid resistivity is not included (partial-therm

model). Lastly, we include all the interactions shown in Fig. 68 (full-model). The six

models are summarized in Table 13. In practice, there are usually thermal, power and PDN

constraints for a system. If under a configuration any of the metrics are out of bound, the

configuration should be changed to meet the constraints such as lowering the target fre-

quency. To model this, it is necessary to include an integrated power module in the frame-

work. The author is aware of these constraints, but in this work, our focus is to present a

way to co-simulate these metrics.

5.4.3 Comparison results

The simulation results are shown in Table 14. To easily compare them, the metrics of each

model are normalized to those of the standalone model and are shown in the parentheses.

Firstly we analyze all the steady state analysis results (IR-drop, temperature and power).

Comparing standalone and PDN-power model, we observe that the standalone model over-

estimates all the metrics by about 3% ∼ 6%. This is because when the IC is operating, not

a single power grid receives the ideal power supply voltage due to IR-drop. Based on Eq.

5.6 and Eq. 5.13, with a lower supply voltage, the actual source current becomes smaller

than the reference one, resulting in lower power and as a consequence, the simulated tem-

perature is smaller.

The PDN-therm model is similar to the PDN-power model with the only difference

being that the thermal impact on wire resistivity is included. For the PDN-power model,

the wire temperature is the reference temperature (100 ◦C) while the temperature for the

PDN-therm model is about 90 ◦C. Based on Eq. 5.4, the wire resistivity changes 3.93% for

a 10 ◦C temperature change (temperature coefficient of copper wire is 3.9 · 10−3/◦C). The

difference in IR-drop of the processor die between PDN-Power and PDN-thermal models

has a good agreement to this number.

PDN-therm-leak model adds the thermal impact on both wire resistivity and leakage
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Table 14: Results for different detailed models

Model die noise(mV) temperature power(W)
IR-drop Transient (◦C) dynamic leakage

Standalone Processor 38.79 118.07 92.74 59.59 14.90
Memory 5.32 83.85 91.31 2.26 0.56

PDN-power Processor 37.11 (4.33%) 104.35 (11.62%) 89.70 (3.28%) 56.63 (4.97%) 13.91 (6.64%)
Memory 5.13 (3.57%) 75.19 (10.33%) 88.51 (3.07%) 2.24 (0.88%) 0.56 (0.00%)

PDN-therm Processor 36.02 (7.14%) 103.36 (12.46%) 89.81 (3.16%) 56.74 (4.78%) 13.95 (6.38%)
Memory 5.10 (4.14%) 75.47 (11.19%) 88.61 (2.96%) 2.24 (0.88%) 0.56 (0.00%)

PDN-therm-leak Processor 34.71 (10.52%) 107.57 (8.89%) 87.01 (6.19%) 59.59 (0.00%) 8.31 (44.23%)
Memory 4.90 (7.89%) 76.50 (8.77%) 85.71 (6.13%) 2.26 (0.00%) 0.31 (44.64%)

partial-therm Processor 34.41 (11.28%) 97.25 (17.63%) 85.37 (7.95%) 56.89 (4.53%) 7.42 (50.20%)
Memory 4.74 (10.90%) 69.80 (16.76%) 84.22 (7.76%) 2.24 (0.88%) 0.30 (46.43%)

full-model Processor 33.05 (14.80%) 96.02 (18.68%) 85.51 (7.80%) 57.02 (4.31%) 7.47 (49.87%)
Memory 4.71 (11.47%) 70.18 (16.30%) 84.35 (7.62%) 2.24 (0.88%) 0.30 (46.43%)

The relative percentage change in the parentheses is normalized to the results of the standalone model.
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power to the standalone model. Due to the significant impact of temperature on leakage

power, the leakage estimation becomes more accurate. Thus, the IR-drop and temperature

are also closer to the full-model results.

Partial-thermal model includes the thermal impact on leakage power as well as the

PDN-power interactions. With these effects adding up, the results become smaller than the

first four models: the IR-drop decreases by 11.28%, the temperature decreases by 7.95%,

and the dynamic power decreases by 4.53% compared to the standalone model. However,

for leakage, it almost drops by half because the actual temperature is lower than the refer-

ence temperature (100 ◦C) and in this temperature range, the leakage has an exponential

relationship with temperature, resulting in severe errors. For example, the leakage current

at 80 ◦C is 53.23% of that at 100 ◦C based on the leakage power model described in Section

5.3.3.

For the full-model, the temperature impact on wire resistivity is included (compared

to partial-therm model). As a result, the IR-drop of the full-model becomes a little lower

because of the lower PDN impedance at the simulated temperature (versus the reference

temperature). Fig. 77 shows the thermal and IR-drop profiles of both dice using the full-

model simulation. There is strong thermal and IR-drop coupling between the two dice due

to the uniformly distributed TSVs.

A similar trend is found for the maximum transient power supply noise: the standalone

model is 11.62%, 12.46%, 8.89%, 17.63%, and 18.68% higher than PDN-power, PDN-

therm, PDN-therm-leak, partial-therm and full-model models, respectively. To understand

the transient PDN noise, we plot the maximum noise over time, as shown in Fig. 78. Not

only is the difference of maximum noise is large, so is the noise profile. The models that

include the interaction between power dissipation and supply voltage predict a relatively

faster damping profile (PDN-power, PDN-therm, partial-therm and full models). We define

the damping rate as the amplitude of the second noise valley divided by that of the first

noise valley. The relative difference of the damping rate between standalone and PDN-
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Figure 77: Steady state analysis result of full-model case (a) IR-drop of memory (4.71 mV) (b)
Thermal of memory (84.35 ◦C) (c) IR-drop of processor (33.05 mV) (d) Thermal of processor
(85.51 ◦C).

power, PDN-therm, partial-therm and full models is 20.03%, 20.10%, 18.86% and 18.89%,

respectively. This difference results from the power-PDN negative loop that makes the

noise damp faster.
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Figure 78: Transient power supply noise comparison (a) memory die (b) processor die. PDN-therm
is very similar to PDN-power, thus omitted for better visualization.
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In summary, thermal-leakage and PDN-power interactions have a significant impact on

steady-state results, and the PDN-power interaction affects the transient PDN noise greatly.

However, thermal-PDN interaction has a relatively smaller impact.

5.4.4 Accuracy Improvement Compared to Prior Work

Compared to the PDN-therm model, which only considers PDN-thermal interaction, the

full-model achieves an accuracy improvement of 7.66%, 6.22% and 4.64% for IR-drop,

transient PDN noise and maximum temperature, respectively; compared to PDN-therm-

leak model, which includes both PDN-thermal and thermal-leakage interactions, the full-

model achieves an accuracy improvement of 4.26%, 9.79% and 1.61% for IR drop, tran-

sient PDN noise and maximum temperature, respectively.

Table 15: Results after Different Number of Iterations

# iteration IR drop (mV) Temperature (◦C) dynamic leakage
1 34.79 92.86 56.90 9.21
2 33.33 86.78 57.00 7.74
3 33.10 85.71 57.01 7.51
4 33.06 85.54 57.02 7.48
5 33.06 85.52 57.02 7.47
6 33.05 85.51 57.02 7.47
7 33.05 85.51 57.02 7.47

Several leakage power estimation efforts have proposed a DC analysis framework sim-

ilar to the partial-therm model [30][34]. Nevertheless, these two efforts focused on the

leakage power. Moreover, a coarse thermal model was used by [34] to reduce the integra-

tion complexity, and as a result, the thermal map was not full-chip scale; only one iteration

of the integrated analysis was performed in [30], since more iterations did not increase the

estimation accuracy of leakage power significantly. However, we find one iteration is not

adequate for obtaining accurate results due to the large change of leakage power in the tem-

perature range between 85 ∼ 100 ◦C. Table. 15 shows the full-model results of processor

die after several iterations. It is observed that at least 3 iterations are necessary to achieve
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a relative error less than 1%.

5.5 Conclusions

In this chapter, we present a thermal and PDN co-simulation framework incorporating the

interactions between temperature, PDN noise, and power dissipation. First, compared to

prior work, the proposed models show that when we do not consider the interactions, there

is a maximum error of 7.66%, 9.79% 4.64 % in IR-drop, transient noise, and temperature,

respectively. Second, the integrated simulator is capable of performing fast simulations

to answer what-if type questions in early design stages as well as being able to conduct

detailed studies such as the impact of a wide range of technology parameters and different

power delivery architectures. The modeling framework will benefit the architecture and

packaging research communities.
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CHAPTER 6

DIGITAL SIGNAL CHANNEL MODELING FOR 2.5-D AND 3-D INTEGRATION

In this chapter, we use repeater-based driver and receiver designs to model the digital signal

channels for 2.5-D and 3-D integration platforms. The signaling latency, energy efficiency,

and maximum bandwidth density of each integration platform are simulated and compared.

In addition, the impact of process technology and I/O dimension scaling is studied. Last,

we focus on the impact of temperature and investigate the thermal and electrical tradeoffs

of die spacing in 2.5-D integration.

6.1 Circuit models of digital signal channels in 2.5-D and 3-D integration

The 2.5-D bridge-chip, interposer/HIST, and 3-D digital signal channels are illustrated in

Fig.79(a), Fig. 79(b) and Fig. 79(c), respectively. The signal channels consist of in-

put/output (I/O) drivers and receivers, I/O pads, microbumps and chip-to-chip wires [85,

86, 87]. For 2.5-D integration, the chip-to-chip wires are horizontally routed on the inter-

connect carriers, such as bridge chip and interposer [10, 6, 9]. Note that for bridge-chip

2.5-D, there are additional vias and pads in the package to connect to the embedded bridge

chip, as shown in Fig. 79(a). For 3-D integration, the chip-to-chip wires are vertical vias

such as monolithic nanoscale vias or TSVs [8, 88, 89].

The equivalent circuit models for the 2.5-D and 3-D signal links are shown in Fig. 80(a)

and 80(b), respectively. The parasitics of the pads, microbumps and wires are included.

For 2.5-D integration, the chip-to-chip wires are modeled using three segment π−model

per millimeter [85, 86]. For 3-D integration, the vias are modeled based on the compact

models described in [90, 91, 87]. An optimal Signal-to-Ground (SG) TSV/microbump

coupling case is considered. An ESD capacitor of 50 fF is added to both driver and

receiver sides, a pre-driver of 102 Ω is added prior to the driver and an output resistor of
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Figure 79: Illustration of digital signal channels (a) bridge-chip 2.5-D integration (b) interposer and
HIST 2.5-D integration (c) 3-D integration

1 MΩ is added as termination impedance of the receiver output [85].

Table 16: Physical dimensions of each parameter of signaling models

Parameter value
Link wire length (mm) 0.1 ∼ 5

Link wire pitch/thickness/width (µm) 1.6/2/0.8
Pad width (µm) 0.1 ∼ 50

Microbump diameter & height 0.8 × Pad width
TSV diameter (µm) 0.1 ∼ 10

TSV height 15 × TSV diameter
TSV dioxide thickness 0.05 × TSV diameter
Microbump/TSV pitch 2 ×Microbump diameter

The physical dimensions of the I/Os and wires are summarized in Table 16. The wire

specifications are based on the dimensions of the top global wires from NCSU FreePDK

45 nm [92]. The wire routing configuration is assumed to use a fan-in approach as demon-

strated in [9, 93], therefore the wire pitch could be smaller than the microbump pitch.

The models and equations to estimate the parasitics of each parameter are summarized
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Figure 80: Illustration of digital signal channels (a) 2.5-D integration (b) 3-D integration
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Table 17: Equation for parasitics estimation

Component Equation

Wire to substrate capacitance: Cwire [85]
Cwire = ε0 · εox ·

W × L
tox

W and L are wire width and length.

Wire to wire coupling capacitance: Cwire [85]
Cwire = ε0 · εox ·

tox × L
Pwire

Pwire is the wire pitch

Pad capacitance: Cpad [90]
Cpad = ε0 · εox ·

W 2
p

tox
WP is the pad width and tox is the ILD thickness

Microbump to ground capacitance: Cbump [90, 95]
Cbump = ε0 · εunderfill ·

2 · π ·Hbump

arcosh(
Pbump

Dbump
)

Pbump is the microbump pitch

Microbump inductance: Lbump [90, 87] Lbump =
µ0 · µbump

2 · π
×Hbump × ln(

2 · Pbump
Dbump

)

TSV dioxide capacitance: Cox [90]
Cox = ε0 · εox ·

2 · π ·Htsv

ln( Dtsv

Dtsv−2·tox )

tox is the dioxide thickness, Htsv is the TSV height

TSV depletion capacitance: Cdep [94]
Cox = ε0 · εSi ·

2 · π ·Htsv

ln(
Dtsv+Wdep

Dtsv

Wdep is the depletion width

TSV total capacitance: Ctsv Ctsv =
Cox · Cdep
Cox + Cdep

TSV inductance: Ltsv [90] Ltsv =
µ0 · µtsv

2 · π
×Htsv × ln(

2 · Ptsv
Dtsv

)

TSV to substrate capacitance: CSi [94]
Cox = ε0 · εSi ·

2 · π ·Htsv

arcosh( Ptsv

Dtsv
)

tox is the dioxide thickness, Htsv is the TSV height

TSV to substrate resistance: RSi [94]
RSi =

ε0 · εsi
CSi · σSi

σSi is the silicon conductance
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and microbumps are assumed to be cylinder for simplicity.

For the driver and receiver designs, multiple driver stages with a constant fan-out of 4

(FO4) between stages were selected [87]. The minimum sized inverter driving four identi-

cal inverters is tuned to achieve equal rise and fall times. Energy-delay-product (EDP) was

used to optimize the number of driver stages [96], which ranges from 1 to 5 stages in all

the simulations. We anticipate the signal channels are used in applications similar to Wide

I/O spec [62] and therefore, a low-frequency digital signal input of 200 MHz are used [85].

6.2 Comparison of integration platform latency, energy efficiency and bandwidth

density

In this section, we develop the circuit models in HSPICE netlists, and simulate the 50%-

to-50% propagation delay and total energy of the signal channels for all the 2.5-D and

3-D integration scenarios: bridge-chip-, interposer- and HIST- based 2.5-D and TSV- and

monolithic-based 3-D. The device models are based on ASU PTM 45 nm HP library [84].

The version of HSPICE is 2017.03sp1, and the BSIM model for 45 nm library is level 54

version 4.5.

The I/O and wire dimensions used in the evaluation along with the latency and energy

simulation results are summarized in Table 18. The interconnects of HIST consist of small

microbumps between dice and the bridge-chip, therefore the dimensions are much smaller

compared to other 2.5-D scenarios. For 2.5-D integration, we assume the chip-to-chip wire

is 1 mm long [9] and for 3-D cases, the interconnect is a vertical via, which is 75 µm and

800 nm long for TSV- and monolithic-based 3-D IC cases, respectively.

From Table 18, we find the HIST shows better electrical performance than the bridge-

chip and interposer because the pads and microbumps of HIST are much smaller than

those of the bridge-chip and interposer, which results in a smaller capacitance. The total

capacitance of a microbump and a pair of the pads for HIST are approximately 18X and 4X

smaller compared to the bridge-chip and interposer cases, respectively. As a result, HIST
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Table 18: Comparison of different integration platforms

Bridge-chip Interposer HIST TSV-3D Monolithic-3D
[9, 93] [6] [10] [97, 98, 87] [89, 99]

Microbump
50/25/50 µm† 24/12/12 µm∗ 8/4/4 µm 40/20/20 µm∗ 0.4/0.2/0.2 µm

(pitch/diameter/height)
Pad size 37.5 µm 15 µm 5 µm 30 µm 0.3 µm

Link wire length 1 mm 1 mm 1 mm 75 µm 800 nm

Microbump
14.75 fF 3.54 fF 1.18 fF 5.90 fF 0.06 fF

capacitance
Pad

9.72 fF 1.56 fF 0.17 fF 6.20 fF ∼ 0 fF
capacitance
Link wire

118.9 fF 118.9 fF 118.9 fF 31.5 fF 0.1 fF
capacitance
Link latency

125.1 ps 118.6 ps 117.3 ps 98.9 ps 94.5 ps
with ESD

Link energy
306.3 fJ/bit 267.4 fJ/bit 259.9 fJ/bit 176.2 fJ/bit 135.1 fJ/bit

with ESD
Link latency

107.9 ps 101.0 ps 99.7 ps 75.9 ps 33.0 ps
without ESD
Link energy

206.0 fJ/bit 167.0 fJ/bit 159.5 fJ/bit 76.2 fJ/bit 3.7 fJ/bit
without ESD

† For bridge-chip case, the microbump is extended into the package substrate and has a higher value than its
diameter.
∗ Although smaller sized microbump is reported in [97], we use an average value for these two scenarios.
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achieves a 6.2% and 1.1% reduction in latency and approximately 15.1% and 2.8% in link

energy compared to bridge-chip and interposer cases, respectively.

The performance and energy efficiency trends can be better understood from Fig. 81,

where we study the impact of pad size on latency and link energy. A key difference between

conventional 2.5-D (bridge-chip and interposer case) and HIST is the pad size. Therefore,

as we further scale the pad size to be comparable to on-chip dimensions, the performance

of the interconnect will approach that of on-chip interconnects [86]. However, we also

notice a diminishing return when the pad size is scaled below 5 µm. When the pad size

is reduced from 100 µm to 5 µm, the link energy decreases by approximately 18.0% and

the delay reduces by 7.81%; further decreasing the size of the pad will not bring significant

benefits. To take full advantage of HIST and to prevent fabrication complexity, we need to

identify the optimal pad size. For a 1 mm long wire, 5 µm is used.

On-chip 

performance
HIST

Conventional

2.5-D

Figure 81: Impact of pad scaling on electrical performance of signal channel.

Due to the significantly shorter die-to-die wires compared to 2.5-D integration, 3-D

integration exhibits smaller link latency and energy than 2.5-D designs. For the TSV 3-D

case, even with ESD capacitors, the TSV-based 3-D design achieves approximately 15.7%

smaller latency and 32.2% smaller energy than those of HIST. For the monolithic 3-D case,
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due to the utilization of nanoscale vertical vias, the link latency and energy are approximate

19.4% and 48.0% smaller compared to HIST, respectively. Because of the on-chip like

performance of monolithic 3-D [100, 101], ESD may not be necessary, and in which case,

the latency and energy will be 71.8% and 98.6% smaller than HIST, respectively. However,

3-D designs generally require vertical vias and die-to-die bonding which poses additional

complexity and challenges in fabrication and manufacturing.

Next, based on the above parameter specifications, we simulate the maximum data rate

per link (Fmax) using 6 · τ (τ is latency and Fmax > 1
6·τ ) settlement [86]. The bandwidth

per millimeter (bandwidth density, BWD) is then calculated using the following equation:

BWD =
1

Pbump
× Fmax (Gbps/mm) (6.1)

where Pbump is the bump pitch with units of millimeter. We assume two rows of staggered

bumps, of which half are for signals and the rest are for ground [86, 97, 93].

The simulated BWD of all signal channels are summarized in Table 19. Likewise,

HIST achieves the largest BWD among all the 2.5-D solutions. Due to the extremely

high I/O density along with low latency, the BWD of monolithic 3-D integration reaches

12.6 Tbps/mm. The high BWD demonstrates the potential of using monolithic 3-D to solve

the communication bottlenecks of integrating many chips in a single package [101].

Table 19: Bandwidth density of each integration platform

Bridge-chip Interposer HIST TSV-3D
Monolithic-3D

(no ESD)
I/Os per mm 20 41 125 25 2500

Max data rate (GHz) 1.38 1.41 1.41 1.69 5.05
BWD (Gbps/mm) 27.6 56.4 176.25 42.25 12,625

6.3 Impact of technology parameter scaling

In this section, we explore the impact of two aspects of technology scaling on 2.5-D and

3-D integrated systems. First, the transistors are fabricated using advanced processes for
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improved device performance and energy efficiency; second, the length of chip-to-chip

wires is also reduced.

6.3.1 Technology process scaling

Device currents have been enhanced dramatically by FinFET technology beyond 32 nm.

Moreover, energy efficiency is also improved through better channel engineering by using

3-D surround gates and supply voltage scaling [102, 103, 104, 105, 11]. Table 20 summa-

rizes the device information of each process of the PTM libraries, of which the multi-gate

(MG) devices use HSPICE model level 72 version 110. From 20 nm to 7 nm, the de-

vices are built using FinFET technology and the transistor equivalent width is calculated as

follows,

W = 2× FinHeight + FinWidth (6.2)

Table 20: Channel length, minimum inverter size, and supply voltage of each process technology
using PTM device library

45 nm 32 nm 20 nm 16 nm 14 nm 10 nm 7 nm
Device type planar planar MG MG MG MG MG

Min channel length (nm) 50 36 24 20 18 14 11
Min inverter size NMOS 50 36 71 64 56 51 43

(nm) PMOS 97 66 79 68 57.5 51 43.5
VDD (V) 1.0 0.9 0.9 0.85 0.8 0.75 0.7

The delay and energy of signal channels as a function of process technology are plotted

in Fig. 82. Both metrics decrease as process technology advances except at 32 nm, where

the impact of VDD scaling (0.9 V at 32 nm against 1.0 V at 45 nm) dominates and results in

an increased delay. Nevertheless, even if the VDD is scaled down with technology, we still

observe a reduction in delay between the process technology due to device performance

enhancement. In addition, for energy analysis, we plot the total capacitance in Fig. 82(b)

(dotted line plotted to the right Y-axis) which shows a similar decreasing trend as energy,

thus such energy reduction is not only due to VDD scaling.
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Figure 82: Delay and energy of the signal channels implemented by different technology nodes.

Another important observation is that the relative difference in the electrical metrics

of different 2.5-D integration approaches become larger, as shown in Fig. 83. This is

because the total capacitance reduces with technology scaling (as shown in the dotted line

of Fig. 82(b)) while the capacitance of the I/Os remain relatively constant [11]. Therefore,

this shows the significance of scaling I/O dimensions for those mutil-die systems using

advanced technology process such as Intel Stratix 10 (14 nm) [65]. Otherwise, if the I/O

dimensions are not scaled properly with device technology, there may be minimal benefits
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using advanced device technologies. For example, the bridge-chip-based 2.5-D platform at

16 nm is comparable in power efficiency (229.4 fJ/bit) to the HIST-based platform at 20 nm

(234.6 fJ/bit).
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Figure 83: Relative difference between bridge-chip/interposer and HIST vs. device process tech-
nology (a) delay (b) energy.

6.3.2 Impact of interconnect wire length in signal channels

The delay and energy of signal channels with varying wire lengths and via diameters are

shown in Fig. 84. For 2.5-D integration platforms, the wire length varies from 100 µm to

5 mm and for 3-D cases, the via diameter varies from 100 nm to 10 µm with a fixed aspect

ratio of 15. Note that for monolithic 3-D case, we do not include the ESD capacitor due

to its monolithic fabrication process, therefore it attains ultra-low delay and energy. Like-

wise, for both 2.5-D and 3-D cases, with a scaled interconnect wire length, the electrical

performance is improved in both delay and energy. Moreover, when the 2.5-D wire length

is close to 100 µm, the delay and energy of HIST 2.5-D is comparable to the TSV-3D case

even with a TSV diameter of 1 µm because the parasitics of the channel are close and are

dominated by ESD capacitors.

Similar to the technology scaling, when the wire is short (< 500 µm), the relative
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Figure 84: The impact of interconnect scaling on (a) delay (b) energy

difference between bridge-chip/interposer and HIST cases becomes larger, as shown in

Fig. 85. This is because as the wire length is reduced, the parasitics of microbumps and

pads become comparable to that of the wires. For example, the relative difference in energy

between HIST and bridge-chip is as high as 30.5% when using a wire length of 0.1 mm
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Figure 85: Relative difference between bridge-chip/interposer and HIST vs. wire lengths (a) delay
(b) energy

but is only 6.3% with a wire length of 5 mm. Likewise, this shows the necessity of using

smaller I/Os (HIST) especially when the interconnect wire is scaled down and the systems

are built more tightly. On the other hand, as longer wires significantly lower the electrical

performance, it is less appealing to design such channels beyond 2 mm as the delay and

energy degrades very rapidly.

6.4 Impact of temperature on signaling in 2.5-D and 3-D integration

Higher temperature lowers the carrier mobility and threshold voltage (leads to higher leak-

age current), thus it may result in a larger delay and higher energy [106]. As previously

shown in Chapter 3, there are thermal challenges for 2.5-D and 3-D integration and the

integrated dice may experience higher temperatures than single-die packages. Therefore,

without careful consideration of the thermal impact, the comparison between them may be

incomplete. In this section, we focus on HIST-based 2.5-D and TSV-based 3-D and discuss

the impact of temperature on signaling.

Fig. 86(a) and 86(b) show the thermal impact on delay and energy for HIST-based
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Figure 86: Impact of temperature on delay and energy of HIST-based 2.5-D integration (a) 45 nm
(b) 14 nm

2.5-D with 45 nm and 14 nm technologies, respectively. Using 45 nm, as the temperature

increases, the delay becomes larger due to device performance degradation. However, the

total energy is not significantly impacted due to the leakage power being only a small

portion of the total power. Using 14 nm technology, which is FinFET-based device, the

trend is different due to the temperature inversion effect [104, 107, 108, 109, 110], in

which the rate of mobility degradation is less than that of threshold voltage. Therefore the

delay decreases by about 7.4% from 34.2 ps to 31.6 ps. Due to the extremely short channel

at 14 nm, the leakage power is larger than that of the 45 nm devices and impacts the total

energy dramatically. The total energy changes by approximately 57.9% from 25 ◦C to

125 ◦C.

6.4.1 2.5-D and 3-D signaling comparison revisit with the impact of temperature

Based on Chapter 3 Table 6, the temperature was set to 98 ◦C for the 2.5-D case and

125 ◦C for the 3-D case and their electrical performance was compared for 45 nm and

14 nm process technologies, respectively. The results using the 45 nm library are shown in

Fig. 87(a) and Fig. 87(b) while the results using 14 nm library are shown in Fig. 87(c) and

Fig. 87(d).
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Figure 87: Comparison of HIST-based 2.5-D and TSV-based 3-D integration (a) delay using 45 nm
library (b) energy using 45 nm library (c) delay using 14 nm library (d) energy using 14 nm library

For 45 nm, 2.5-D shows better delay than 3-D case when the wire length is below

0.7 mm. As a comparison to Fig. 84(a), we observe TSV-3D is better than HIST 2.5-

D using any wire length when not considering thermal impact. Therefore, for TSV 3-D

integration, to compensate for the negative impact of elevated temperature on delay, smaller

and shorter TSVs must be used. From Fig. 87(b), TSV 3-D is better than HIST 2.5-D in

energy because for 45 nm, leakage power is relatively a small portion which results in the

total energy being almost independent of temperature.
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For 14 nm, due to the temperature inversion effect, the observation and conclusion are

different. In terms of delay, 3-D shows superior performance compared to 2.5-D, which is

similar to the trend shown in Fig. 84(a). However, HIST 2.5-D shows power benefits over

TSV 3-D case when the wire length is below 1 mm. This result can be explained from Fig.

86(b), where leakage power percentage increases dramatically from 80◦C to 125◦C.

In summary, HIST 2.5-D is capable of exhibiting better speed and power efficiency

for 45 nm and 14 nm (with a moderate wire length) than TSV 3-D case, respectively.

Without carefully considering the thermal impact and the fact that 3-D integration leads to

an elevated temperature, the evaluation of the two types of integration may not be accurate.

6.4.2 Thermal and electrical tradeoffs on die spacing in 2.5-D integration

Based on the discussions in Chapter 3 Section 3.6.4, there are thermal and electrical trade-

offs for die spacing. As the spacing between dice increases, the junction temperature of

both dice decreases. Moreover, the rate of temperature reduction is significantly larger for

the low-power die than that for the high power die. On the other hand, as the die spacing

increases, the communication latency increases and power efficiency decreases because the

wires have larger parasitics. By taking the temperature into consideration, we focus on the

low power die (memory die) and investigate whether or not the temperature benefits ob-

tained from larger spacing could compensate the electrical penalty in both 45 nm (focused

on delay), and 14 nm (focused on energy) technologies.

The results are shown in Fig. 88. For both libraries, we consider a baseline case under

a constant worst temperature of 90 ◦C for the digital signal channels. Although we observe

a trend of increased benefits from the lower temperature (by increasing the die spacing) for

the delay at 45 nm and energy at 14 nm, respectively, the effect is small relative to the effect

of longer wire length on delay and energy efficiency. Moreover, for the 14 nm library, the

leakage power change is not large (less than 15%) when the temperature is reduced from

90 ◦C to 64 ◦C, and thus, larger spacing brings minimal electrical benefits. In summary,
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Figure 88: Thermal and electrical tradeoffs for (a) delay using 45 nm library (b) energy using 14 nm
library

even though larger spacing would lower the system temperature, especially for the lower

power dice, the delay and energy penalty is still larger than the thermal benefits and it is

not optimal to sacrifice the communication performance for temperature benefits.

6.5 Summary

In this Chapter, we develop circuit models to benchmark digital communication channels

of 2.5-D and 3-D integration platforms. The delay, energy per bit and bandwidth density
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of each integration platform are compared. HIST-based 2.5-D integration shows better

performance compared to other 2.5-D approaches because of the ultra low parasitics of

microbumps and pads. Monolithic-based 3-D ICs using nanoscale vias show superior per-

formance compared to conventional TSV-based 3-D ICs due to the small dimensions of the

vias.

Moreover, the thermal impact on 2.5-D and 3-D integration is investigated. Because

the TSV 3-D case exhibits a higher temperature, HIST 2.5-D is capable of attaining better

speed and power efficiency for 45 nm and 14 nm (with a moderate wire length) than TSV

3-D case, respectively. In addition, the thermal and electrical tradeoffs of die spacing in

2.5-D integration are investigated. Increasing die spacing lowers system temperature, but

the thermal benefits may not compensate delay and energy penalties.
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CHAPTER 7

CONCLUSION AND FUTURE DIRECTIONS

2.5-D and 3-D integration are emerging technologies with the potential to offer significant

benefits in communication bandwidth, footprint reduction, power efficiency and heteroge-

neous functionalities to keep up with the rapidly evolving requirements of machine learn-

ing, cloud computing, IoT applications and Moore’s Law. In this thesis, the thermal and

power delivery challenges in 2.5-D and 3-D integration have been presented. Thermal and

PDN modeling frameworks are developed to enable the design space exploration and op-

timize the temperature and power delivery of microelectronic systems. Research efforts

have been made through the following projects:

1. Thermal isolation technologies are explored and developed to address the thermal

coupling issues in heterogeneous 3-D ICs.

2. Thermal evaluation and benchmarking are performed focusing on bridge-chip 2.5-D

integration.

3. PDN benchmarking is conducted to understand and address the challenges arising

for bridge-chip based 2.5-D integration

4. A thermal-PDN co-simulation framework is built to accurately model temperature,

supply voltage and power dissipation along with the interactions between them.

5. Digital signal channels of 2.5-D and 3-D integration are evaluated and benchmarked.

In this Chapter, we conclude our presented work and summarize the contribution of the

above projects. Several future directions and potential works will be briefly discussed.
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7.1 Summary of the presented work

This thesis has five major parts, of which the conclusions and contributions are summarized

as follows:

First, a novel heterogeneous 3-D integration architectures with interposer embedded

microfluidic cooling, air-gap isolation and extended heat spreader for the isolated dice is

proposed as a potential technology for thermal decoupling issues in heterogeneous 3D ICs.

In the evaluated memory-processor stack with air-gap isolation, the memory temperature

is reduced by 32.79 ◦C compared to conventional bonding with underfill. To maintain the

thermal benefits of an air gap, the TSVs should be carefully designed by taking the thermal

effects of their number, diameter and layout into account.

Second, a comprehensive thermal study for 2.5-D integration focusing on bridge-chip

based technology is performed to identify the thermal limits and challenges in such inte-

gration approaches. A CPU-FPGA-DRAM assembly is used as an application example.

Bridge-chip 2.5-D integration is compared to interposer and non-embedded bridge-chip

2.5-D integration. Compared to bridge-chip 2.5-D integration, interposer 2.5-D integration

offers a modest improvements in terms of maximum die junction temperature due to better

heat spreading in the interposer layer. Bridge-chip 2.5-D integration is also compared to

TSV and monolithic 3-D integrations and shows improved thermal response due to smaller

power density. Through parametric study of bridge-chip based 2.5-D, the impact of die

thickness mismatch and die spacing are investigated in 2.5-D systems. We conclude that

the die dissipating the largest power should be the thickest in a multi-die package. Larger

lateral spacing between dice reduces the temperature at the unrealistic expense of commu-

nication power efficiency. Therefore, it is necessary to consider this tradeoff when selecting

appropriate die spacing.

Third, a PDN modeling framework for emerging heterogeneous 2.5-D integration plat-

forms is presented. Validation using IBM power grid benchmarks shows the IR-drop and
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transient analysis have a maximum relative error of less than 7.29% and 0.67%, respec-

tively. Next, the framework is used to evaluate interposer and bridge-chip based 2.5-D

integration platforms. The simulation results show that interposer based 2.5-D integration

may exhibit a worse power supply noise due to TSV parasitics. In bridge-chip based 2.5-D

integration, under the assumption that the bridge chips underneath the active dice block

access to package power/ground planes, some power delivery challenges are highlighted.

Minimizing the overlap region between bridge chip and active dice, using multiple bridge

chips instead of a single large bridge and inserting through bridge chip vias help to mitigate

PSN.

Fourth, a thermal and power delivery network (PDN) co-simulation framework is pre-

sented for single-die and emerging multi-die configurations that incorporates the interac-

tions between temperature, supply voltage, and power dissipation. The temperature de-

pendencies of wire resistivity and leakage power are considered and the supply voltage

dependencies of power dissipation are modeled. Starting with a reference power dissipa-

tion, the framework is capable of evaluating the temperature distribution and PDN noise

simultaneously and eventually updating the power dissipation based on the thermal and

supply voltage distributions. The simulation results of an example two-tier 3-D stack show

that prior models considering only part of the interactions between temperature, supply

voltage and power dissipation have a maximum error of 7.66%, 9.79%, 4.64 % in IR-drop,

transient power supply noise, and temperature, respectively.

Fifth, we present signaling evaluation framework to benchmark the communication

links of 2.5-D and 3-D integration platforms. The impact of technology scaling, pad size,

and interconnect length are shown. HIST platforms show significant latency and power ef-

ficiency improvement compared to bridge-chip and interposer based platforms. Moreover,

thermal impact on signaling is discussed for 2.5-D and 3-D integration.
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7.2 Summary of the future directions

There are several opportunities and directions to extend and advance the work of this thesis.

First, one of the advantages of the thermal and PDN modeling framework is the flexi-

bility to add more advanced algorithms [111]. The models developed for this thesis have

not yet been optimized for simulation speed and memory efficiency. However, as more de-

tails and parameters are added into the models, the problem size will increase dramatically,

and the advanced computational algorithms may become necessary to implement. Spectral

graph sparsification-based PCG algorithm [112] and machine learning based acceleration

techniques [113] have been preliminarily explored, which achieved over 10X speedups.

We can further explore those algorithms and implement the thermal and PDN models for

very large-scale circuits (>1 billion unknowns).

Second, based on the presented thermal and PDN co-simulation framework, we are able

to perform thermal and PDN evaluation for more emerging technologies such as fan-out

wafer-level packaging (FOWLP), as shown in Fig. 89. FOWLP routes the power/ground

I/Os for the top die in the periphery therefore, the power delivery path for the top die

is longer and contains larger parasitics. On the other hand, since FOWLP exploits mold

material, which is a poor thermal conductor, for redistribution layer formation, there will

be thermal challenges for such 3-D stack.

Chip #1 Chip #2

Chip #3

Motherboard

Figure 89: A 3-D chip stack using FOWLP technology.

Third, the PDN modeling framework could be extended with a more accurate package-

level model considering the packaging layout and metal layer geometry. As the package
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keeps shrinking and becomes comparable to the die in FOWLP technology, the coupling

between package and on-die wires becomes non-negligible and it is necessary to accurately

extract package parasitics considering the packaging routing, decap placement, vias and

etc. To accomplish this work, a package-chip co-design framework has to be developed

and package parasitics extraction flow needs to be established.

Logic die

Interposer

Photonic die
Heaters

Air-cooled 
heatsink

TIM

Logic die

Interposer

Photonic die

HeatersInlet Outlet

(a)

Logic die

Interposer

Photonic die
Heaters

Air-cooled 
heatsink

TIM

Logic die

Interposer

Photonic die

HeatersInlet Outlet

(b)

Figure 90: Two architectures for nanophotonics-based systems with thermal isolation technologies
(a) using air-cooled heat sink (b) using microfluidic-cooled heat sink.

Fourth, we can explore the thermal impact on heterogeneous integration systems of

CMOS chip with nanophotonics. Microring resonators are temperature sensitive and com-

plex thermal compensation circuits are usually required for reliable optical signal propa-

gation [114]. Next, we will investigate the thermal benefits of using our proposed thermal

isolation technologies, as shown in Fig. 90. Due to the high thermal resistance of air iso-

lation layer between processor and nanophotonics, the nanophotonics die will experience

a much lower temperature variation even when the processor die experiences a high-duty

switching activities. It is important to understand how this system takes advantage of ther-

mal isolation technologies and quantitatively analyze the electrical benefits.

Last, based on the signaling evaluation framework, we could design test circuitries to

demonstrate the electrical benefits of HIST system and compare with conventional 2.5-D

integrated systems. The I/O parts of each integrated die will be emulated by CMOS chips

130



Die #1 Die #2

Drivers Receiver

Pads

Wires

Interconnect carrier

(a)

(b)

Figure 91: Demonstrated HIST platforms with active chips (a) two active chips emulating driver
and receiver circuitries (b) emulated HIST system

and these chips will be assembled in a test carrier substrate, as shown in Fig. 91.
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